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ABSTRACT

Deep learning, aimed to learn multiple levels of representation and abstrac-

tion that help infer knowledge from data such as images, video, audio and text, is

making astonishing improvements in computer vision, speech recognition, multimedia

analysis, and medical imaging. While promising, current progress in deep learning

algorithm and system fail to meet the hardware requirement and time constraint.

Most of the complex deep learning models can only be deployed in powerful super-

computers and cloud servers equipped with GPU and CPU, making it inaccessible to

various mobile devices. However, in real world, the need for deploying high-accurate,

fast-response deep learning models in mobile devices is increasing. How to build a

high-efficient system with limited computation resource while maintaining the high

accuracy and low latency is a becoming a more and more challenging task in system

research and engineering field.

This thesis proposes a deep learning based system (DeepEdge) running on edge

computing infrastructures to solve such problems. We begin our research by training

convolutional neural network (CNN) for fine-grained categories on various dataset

including general images (food, vegetable) and medical images (chest X-ray images).

Then we explore the deployment on edge devices, especially for mobile devices run-

ning Android. We implement various CNN models with detailed evaluation for their

response time and memory consumption. Additionally, we study two deployment

mechanisms using C/S paradigm and stand-alone client paradigm. Our system have

shown outstanding performance in these two paradigms, especially in the following

two aspects: (1) the deep learning-based visual image recognition algorithm achieves

the best-in-class recognition accuracy; (2) the proposed image recognition system em-

ploying edge computing paradigm overcomes some inherent problems of traditional
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mobile cloud computing paradigm, such as unacceptable system latency and low bat-

tery life of mobile devices. We have conducted extensive experiments with real-world

data. Our results have shown that the proposed system achieves three objectives:

(1) outperforming existing work in terms of image recognition accuracy; (2) reducing

response time that is equivalent to the minimum of the existing approaches; and (3)

lowering energy consumption which is close to the minimum of the state-of-the-art.

We also investigate the application in different scenarios, especially in the

healthcare domain. We first study the application in dietary assessment and devel-

oped novel algorithm and application that can help monitor people’s food intake and

calorie information. Second, we expand our research focus and apply our system in

mobile-based tuberculosis (TB) diagnosis and deploy our mobile application and sys-

tem in Perú for field study in real world settings. At last, we collaborate with retail

industry and develop system in self-service supermarkets for automatic vegetable and

fruit recognition. Our system has proven stable performance in such applications and

shown broad potential in healthcare and retail industries.
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Chapter 1

INTRODUCTION

1.1 Problem Statement

In the last few years, we have witnessed an explosive increase of mobile and

wearable computing devices (e.g., the smart watch and smart phone) in the consuming

electronics market. One common characteristic of these devices is that many of them

have inexpensive, unobtrusive and multi-modal sensors. These sensors enable us to

collect multimedia data (e.g., video, audio and image) in natural living environments.

Due to the ubiquitous nature of mobile and wearable devices, it is now possible to use

these devices to develop pervasive, automated applications for computer vision tasks

like image classification and object detection. One example of such application is to

use mobile devices as a pervasive journal collection tool and to employ cloud service

as a data analysis platform. The combination of mobile device and cloud service

could contribute to improving the accuracy of image recognition.

While promising, one of the major barriers of adopting automatic recognition

system into practice is how to design and develop effective and efficient algorithms and

system to derive the information (e.g., image type, class label and region information)

from input images. As shown in Figure 1.1, there are three factors (e.g, accuracy,
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battery and latency) that limit the development of image recognition system. Con-

sidering the limited computation resources and low battery life on mobile device,

it is more challenging to develop such a system within the mobile cloud computing

paradigm. We have carefully investigated this problem and have identified two major

challenges. The first major challenge is how to design effective and efficient analytic

algorithms to achieve optimal recognition accuracy. The second major challenge is

how to develop a system that can minimize energy consumption and response time.

Figure 1.1: Challenges for developing image recognition system on mobile devices.

1.2 Proposed Approach

To address the first issue (recognition accuracy), we plan to develop new deep

learning-based algorithms. Deep learning (also known as representation learning,

feature learning, deep structured learning, or hierarchical learning) is a new area

of machine learning research. It allows computational models that are composed

of multiple processing layers to learn representations of data with multiple levels

of abstraction. In the last five years, these techniques have improved the state-
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of-the-art in speech recognition, computer vision, natural language processing, and

many other domains. Our extensive experiments in this thesis have shown that,

compared with traditional hand engineered features (e.g., SIFT) and shallow learning-

based classification algorithms (e.g., Support Vector Machine (SVM)), our proposed

deep learning-based classification algorithms could improve the recognition accuracy

substantially. We also developed other image analysis algorithms to enhance the

image quality for data analysis. All these algorithms have been integrated into an

edge computing based real-time computing system.

To address the second issue (energy consumption and response time), we aim

to design and employ a real-time recognition system employing edge computing ser-

vice paradigm. The proposed system distributes the data analytics throughout the

network by splitting the recognition task between the edge devices (close to end users)

and the servers (in the cloud). Edge computing refers to the enabling technologies

that allow computation to be performed at the edge of the network in a stream fash-

ion. Edge computing is a non-trivial extension of cloud computing from the core

network to the edge network. The proposed edge computing service infrastructure is

particularly useful for our application because most of the mobile devices have lim-

ited computation capacity and battery life. Hence, it is difficult for them to support

computational-intensive tasks. At the same time, our proposed image analysis algo-

rithms usually involve heavy computation and may require much more computation

resources.

In this thesis, we focus on two major research efforts. The first research ef-

fort aims to develop new recognition algorithms, including new image recognition

algorithms based on deep learning and image pre-processing and segmentation algo-

rithms to enhance the quality of image. The second research effort aims to design a

real-time recognition system. The proposed system employs edge computing service

paradigm and distributes the data analytics throughout the network. Specifically, the
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proposed system will split the recognition tasks between the edge devices (which is

physically close to the user) and the server (which is usually located in the remote

cloud). For example, in our system, the edge devices (e.g., users smart phone) can

perform light-weight computation on image for recognition. Then, our system will

transmit the images (after the light-weight computation at edge device) to the server

in the cloud to perform more accurate recognition tasks. By distributing the analyt-

ics throughout the network, our system can achieve significant improvement in the

recognition accuracy, while minimizing the response time and energy consumption. In

this thesis, we implemented a prototype system to verify our hypothesis and evaluate

the proposed algorithms. Our prototype runs on both edge device and server. We

also conducted extensive experiments with real-world data. The results show that

our system achieves very impressive results on the following three aspects. First, to

the best of our knowledge, the recognition accuracy using our proposed approach

outperformed all other reported results. Second, the response time of the proposed

system is equivalent to the minimum of the existing approaches. Last but not the

least, the energy consumption of the proposed system is close to the minimum of the

state-of-the-art.

1.3 Organization

The remainder of this thesis is organized as follows. Chapter 2 provides back-

ground on image recognition, deep learning-based image recognition and mobile-based

computing system. Chapter 3 introduces the current state-of-art of relevant research.

In the next three chapters, we discuss our proposed approach in three different appli-

cation scenarios, including image recognition in general images and medical images

with algorithm design and implementation in edge-computing devices. Chapter 4

presents the food recognition and dietary assessment research. Methods for medical
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image analysis and tuberculosis diagnosis are discussed in Chapter 5. We introduce

the algorithm and system in general image recognition for vegetable and fruit image

recognition in real-world retail stores in Chapter 6. Finally, we offer our concluding

remarks and future work in Chapter 7.
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Chapter 2

BACKGROUND ON IMAGE

RECOGNITION SYSTEM

Image recognition refers to the technologies that can recognize certain people,

animals, objects or other targeted subjects through the use of algorithms and machine

learning techniques. It’s becoming a very popular topic in computer vision and has

broad application in surveillance, autonomous driving, healthcare, social media and

recommendation. There are several kinds of sub-tasks in such field, for example, image

classification, object detection and localization. As shown in Figure 2.1, these three

types of tasks have their own different approaches and targets. Image classification

usually refers to processing the whole image level information, the final goal is to

give a label to the whole image; Image localization has a different target, requiring

to find the objects in the precise location and predict its corresponding label; For

object detection, the bounding box is also predicted to get the precise boundary of

the objects in the picture, with the possibility that each image may have multiple

objects.

Figure 2.2 shows the pipeline for a traditional image recognition task. An

input image is first fed into an image recognizer. The image recognizer will process
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Figure 2.1: General image recognition tasks.

this image and generate the output for the image. For an image classification task,

the recognizer is an image classifier that classify the image and predict the label. For

an object detection task, the recognizer is an object detection that detects the precise

bounding box of the objects and predicts the corresponding the coordinates. In most

cases, the image recognizer is trained by using some image features from the training

image set.

Figure 2.2: Processing pipeline for an image recognition task.

As shown in Figure 2.3, there are typically two categories of features: 1)

hand-engineered features that encode the global or local information from the image.

For example, Shape Matrices, Invariant Moments [2], Histogram Oriented Gradients

(HOG [3]) and Co-HOG are some examples of global descriptors. SIFT [4], SURF [5],

LBP [6], BRISK [7], MSER [8] and FREAK [9] are some examples of local descriptors.
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Figure 2.3: Two categories of image features.

These feature descriptors encode the image using their fixed patterns regarding color,

texture, shape and others to represent the inherent unique spatial information. 2)

deep learning-based image features that are extracted from image automatically using

neural network model. For this kind of image features, since the model is learned from

a large-scale dataset, there are no fixed rules designed by human to represent image.

Those features have shown outstanding classification and detection performance in

major recognition leader board [10, 11, 12]. Most neural network models are consist

of different layers, including convolutional layer, pooling layer, ReLU layer and fully-

connected layers with different activation function and connection structure. Such

network design introduces significant improvement over simple model structure and

enhances the capability of feature representation over hand-engineered features.

In this following section, more discussions about the specific challenges and

research problems will be covered to give more descriptions about the background on

this image recognition problem.
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2.1 Feature-based Image Recognition

In image recognition community, the popular methods have long been dom-

inate by the feature-based algorithms. The method of finding image displacements

which is easiest to understand is the feature-based approach. This finds features (for

example, image edges, corners, and other structures well localized in two dimensions)

and compares the feature maps using mathematical distances and similarities. This

feature-based method (FBR) usually follows such routines: 1) first, it proceeds by

computing a number of properties of the input image and combining them into a

feature vector; 2) second, an object model is constructed by a set of feature vectors

associated with a set of representative images for that object; 3) at last, a new image

is classified by computing its feature vector and compares it with the model vector.

An image is classified as an instance of the object when the object model contains

the feature vector that is closest to the image feature vector.

Research activities in this category focus on developing different types of vi-

sual features and classification algorithms to score different types of object categories.

Most of the papers employ texture features (e.g., Local binary patterns (LBP) [13, 14],

Daubechies wavelets [15]) or geometry features (e.g., circularity, Hessian shape fea-

tures [16]). The classification algorithms employed in these papers range from simple

threshold-based approach or k-nearest neighbors (K-NN) algorithm to more compli-

cated methods, such as Decision tree and Support Vector Machine (SVM); The second

category of related work is focusing on image categorization on the region level [17].

The main stream methodology in this area is based on local patch representation of

the image content (e.g., visual bag of words (Visual BoW) approach). This type of

dense sampling of simple features are then fed to non-linear kernel-based classifier,

such as SVM classifier. The ultimate goal of this research effort is to discriminate

between object and its background.
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2.2 Deep learning-based Approach for Recognition

Deep learning, as shown in Figure 2.4 aims to learn multiple levels of represen-

tation and abstraction that help infer knowledge from data such as images, videos,

audio, and text, is making astonishing gains in computer vision, speech recognition,

multimedia analysis, and drug designing [18]. Briefly speaking, there are two main

classes of deep learning techniques: purely supervised learning algorithms (e.g., Deep

Convolutional Network), unsupervised and semi-supervised learning algorithms (e.g.,

Denoising Autoencoders [19], Restricted Boltzmann Machines, and Deep Boltzmann

Machines [20]). With the help of large-scale and well-annotated dataset like ImageNet,

it’s now feasible to perform large scale supervised learning using Convolutional Neu-

ral Network (CNN). The issue of convergence has been addressed by Hinton’s work

in 2006. Subsequent theoretical proof and experimental results both shows that large

scale pre-trained models in large domain, with specific small scale unlabeled data in

another domain, will give excellent result in image recognition and object detection.

To address the issue of limited abilities of feature representation, many researchers

have proposed more complex CNN network structure, like VGG [21], ZFNet [22],

GoogLeNet [12] and so on. On the other hand, ReLU [23] is also proposed to make

it converge faster and also gains a better accuracy. Most of current researchers have

put efforts in making the network deeper and avoid saturation problem.

2.3 Mobile-based Computing System

There has been a significant amount of research going on and plenty of them

focus on studying the system performance of deep learning system running on the

mobile devices. Previous work on system research focus on the overall evaluation met-

rics when conducting the recognition tasks, which include accuracy, inference time,

response time and power consumption [24]. The studied system can be divided into
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Figure 2.4: Machine learning algorithms.

two categories. The first category focus on studying the combination of cloud-based

server and mobile devices [25, 26]. Researchers developed the system using mobile

and cloud server together. Chen et al. [25] proposed to use mobile-edge and cloud

services for system integration and studied the influence of computation offloading

for multiple-users. Kang et al. [27] designed a lightweight scheduler to automati-

cally partition DNN computation between mobile devices and data centers at the

granularity of neural network layers to reduce latency and power consumption. The

second category focus on developing system without cloud intervention. Keiji and

Austin et al. developed a system [28, 29] for food recognition using CNN architecture

and running the inference on-device separately. Latifi et al. [30] designed a system

called CNNDroid for running CNN models on Android devices with GPU-accelerated

execution. The device-based mobile approaches studied the system performance in

real-world scenarios and provide complete evaluation and guideline for deployment.

Edge computing [31] usually refers to the enabling technology that allows

computation to be performed at the edge of the network. The “edge” devices can be
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any computing and network resources along the path between data sources and cloud

data center. The data source can be any sensing devices like smartphone, smartwatch,

PDA and tablet that collect sensor data like image, audio and video. Cloud data

center is equipped with powerful servers that can perform complex computation and

data processing. By utilizing the computation ability of edge devices, we can address

the critical issues of response time requirement, battery life constraint, bandwidth

cost saving, as well as data safety and privacy. The major challenge [26] in applying

deep learning algorithms and building visual categorization system is to devise a

high-performance mechanism that utilizes the edge computing power for accurate

recognition within limited response time and computation resources.
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Chapter 3

CURRENT STATE-OF-ART OF

RELATED RESEARCH

Despite a large body of knowledge in image recognition, very little research has

been conducted to study the performance of deep learning-based system in mobile de-

vices, or to balance between the system accuracy and the latency, power consumption

and hardware constraints. Another related research efforts are in the area of medical

image analysis, especially in the field of tuberculosis diagnosis. Even though much

efforts are put in general feature engineering, few of them use deep learning methods,

especially for tuberculosis detection. In this section, we will discuss the current state-

of-art methods of related work in image recognition, medical image analysis and edge

computing.

3.1 Image Recognition and Object Detection

Object detection and image recognition is one of the fundamental problems

in computer vision. Much of previous work has focused on extracting features from

the images followed by matching or classification algorithms. These feature-based

methods can be divided into two categories. The first category is to use template
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matching that search over the image of interest (IoU) to identify the object and

measure the similarity of the template with the regions. Common features are used

to measure such similarities, including cross-correlation coefficient [32], Fourier de-

scriptor [33] and texture features [34]. The second category is called model-based

approaches, focusing on searching the correspondences between the model and image

features. Unlike the simple template matching that searches through all the possible

candidates, model-based approach use various heuristics to guide and improve the

search. Typical example include the tree-based search model [35], alignment-based

method [36].

However, in recent years, with the development of large scale, well-annotated

dataset and increasing computation capability equipped with CPU and GPU, deep

learning based approaches show excellent performance comparing with the previous

feature-based methods. More and more neural network structures are devised to

speed up the training process and improve the accuracy [1, 10, 12, 21]. Such opti-

mization focus on introducing more neural network layers [12], reducing the abundant

computation neurons [37], adding noise in activation function [23] and introducing

non-linearity to avoid saturation [38]. In the recent public leader board of ImageNet

challenge, deep learning based CNN model and approaches have surpassed all existing

feature-based approaches by a large margin. The rational behind such difference is

that deep learning-based approach can learn the inherent features that is not hard

coded as human engineered features, these improvement can encode more image in-

formation in the feature map and boosts the representation ability.

3.2 Edge-based Image Recognition System

Recent years have witnessed the vast progress in edge devices [31, 39, 40].

Under the edge computing infrastructure, part of the data processing tasks may be
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pushed to the edge of the network. One of the core idea is called “Collaborative

Edge” [31], which refers to the architecture that connects the edges of multiple stake-

holders. These stakeholders may be geographically distributed and they may have

distinct physical location and network structure. Under this infrastructure, the cloud

paradigm is extended to the edge of the network. Therefore, such an edge comput-

ing service infrastructure offers a unifying paradigm for cloud-based computing and

Internet of Things (IoT)- based computing. It has the potential to address the issues

of delayed response time, reduced battery life, limited bandwidth, and data security

and privacy. However, most of the existing use cases of edge computing-based image

recognition applications [41, 42] are relatively simple examples with small data sets.

Novel user cases and intriguing applications with more challenging tasks, such as

larger data sets and sophisticated computation, are needed for evaluating the efficacy

and effectiveness of edge computing in various tasks, especially for the time consum-

ing applications that embeds with complex deep learning model and requires long

processing time. In such application [26], more computation offloading is proposed

and evaluated to achieve better accuracy within limited time.

Edge computing could yield many benefits. Most of the edge computing sys-

tems have shown fast response time and reduced energy consumption. Comparing

with traditional cloud computing paradigm, edge computing can utilize the edge de-

vice’s computation capability and reduce the network transmission time. For example,

researchers [43] show that using cloudlets to offload computing tasks can improve the

response time between 80 and 200 ms and reduces energy consumption by 30 to 40

percent. Security and privacy are another two benefits. By conducting computation

on the edge devices, the data is preprocessed and sensitive information is eliminated

to protect the user’s privacy. In most of existing healthcare and edge computing

application [41, 44], the data is preprocessed and transferred to the cloud devices by

offloading some computation in the edge side, preserving the important feature in-
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formation and reducing the abundant and sensitive information simultaneously. The

development of edge computing system in healthcare domain using the existing cloud-

based service infrastructures, has began to shown its significance in reducing system

latency, improving accuracy and minimizing resource consumption.

3.3 Deep Learning in Medical Imaging

In medical image research community, especially tuberculosis (TB) diagnosis

in X-ray images, due to the limited size of dataset, it’s very hard to train a CNN

model for accurate classification. The research focus in such field can be divided into

two categories. The first one is to build a large scale, well-annotated dataset. While

there are some evaluation efforts in TB screening tests on developing countries, to the

best of our knowledge, there is no large-scale, real-world, well-annotated, and public

available X-ray image database dedicated for TB screening diagnosis. Most of the

existing research in the area of computer-aided TB screening employed small data sets

for evaluation and validation. Most of the datasets have less than 200 images. There

are a few large data sets, such as ImageCLEF, JSRT Digital Image Database, and

ANODE Grand Challenge Database, have over tens of thousands images. However,

they only include one or two aspects of TB manifestations (e.g., pulmonary nodule).

Without a large scale data sets with high qualify annotation, it will be very difficult to

determine the efficacy of existing and proposed approach when applied to real-world

clinic data. Furthermore, dedicated image annotation software tools and database

storage software that can support the manipulations of the X-ray images are needed

to facilitate the image annotation and image management.

Second, much efforts are put into designed good deep learning models for

accurate classification. Even though CNN and other deep learning can have good

performance in general image classification tasks, it’s still very hard to apply the
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Figure 3.1: Various TB manifestations with minor differences in the same category.

deep learning model into the medical dataset directly, due to the minor differences

and various kinds of confusion and noise in the images. As shown in Figure 3.1, these

TB manifestations are very hard to distinguish and find the differences, even for the

human annotator and doctors. In modern deep learning based medical imaging mod-

els [45, 46], several network structure and training strategy are proposed to eliminate

the dependence on the dataset size and image quality. For example, Ronneberger et

al [47] proposed a network called UNet to combine CNN layers with up-sampling

layers for image segmentation. These networks modified the kernel size and sam-

pling methods, combine multiple layers and encode more layers’ feature maps, such

optimize has shown excellent performance in boosting the accuracy.
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Chapter 4

FOOD RECOGNITION AND

DIETARY ASSESSMENT

Literature has indicated that accurate dietary assessment is very important for

assessing the effectiveness of weight loss interventions. However, most of the existing

dietary assessment methods rely on memory. With the help of pervasive mobile de-

vices and rich cloud services, it is now possible to develop new computer-aided food

recognition system for accurate dietary assessment. However, enabling this future

Internet of Things-based dietary assessment imposes several fundamental challenges

on algorithm development and system design. In this chapter, we set to address these

issues from the following two aspects: (1) to develop novel deep learning-based visual

food recognition algorithms to achieve the best-in-class recognition accuracy; (2) to

design a food recognition system employing edge computing-based service computing

paradigm to overcome some inherent problems of traditional mobile cloud comput-

ing paradigm, such as unacceptable system latency and low battery life of mobile

devices. We have conducted extensive experiments with real-world data. Our results

have shown that the proposed system achieved three objectives: (1) outperforming

existing work in terms of food recognition accuracy; (2) reducing response time that
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is equivalent to the minimum of the existing approaches; and (3) lowering energy

consumption which is close to the minimum of the state-of-the-art.

4.1 Introduction

In the US, more than one-third (34.9% or 78.6 millions) of adults are obese

and approximately 17% (or 12.7 millions) of children and adolescents aged 2 to 19

years are obese [48]. There were more than 1.9 billion adults, 18 years and older, were

overweight on earth in 2014 [49]. Documenting dietary intake accurately is crucial

to help fight obesity and weight management. Unfortunately, most of the current

methods for dietary assessment (for example, 24 hour dietary recall [50] and food

frequency questionnaires [51]) must rely on memory to recall foods eaten.

In the last few years, we have witnessed an explosive increase of mobile and

wearable computing devices (e.g., the smart watch and smart phone) in the consuming

electronics market. One common characteristic of these devices is that many of them

have inexpensive, unobtrusive and multimodal sensors. These sensors enable us to

collect multimedia data (e.g., video and audio) in natural living environments. Due

to the ubiquitous nature of mobile and wearable devices, it is now possible to use

these devices to develop pervasive, automated solutions for dietary assessment [52,

53, 54, 55]. One example of such solutions is to use mobile devices as a pervasive

food journal collection tool and to employ cloud service as a data analysis platform.

The combination of mobile device and cloud service could contribute to improving the

accuracy of dietary assessment. As a result, in the last few years, we have seen several

mobile cloud software solutions to improve the accuracy of dietary intake estimation.

One common issue among these solutions is that the users of the software must enter

what they have eaten manually. To address this issue, visual-based food recognition

algorithms and systems have been proposed [53, 54]. A recent review by Martin et
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al. [56] also indicated that using digital imaging techniques for food recognition is

superior to many other methods of dietary assessment techniques. Some advantages

of visual-based food recognition systems include: reduced burden for users to recall

the food, improved accuracy and efficiency of dietary recall.

While promising, one of the major barriers of adopting automatic dietary as-

sessment system into practice is how to design and develop effective and efficient

algorithms and system to derive the food information (e.g., food type) from food

images. Considering the limited computation resources and low battery life on mo-

bile device, it is more challenging to develop such a system within the mobile cloud

computing paradigm. We have carefully investigated this problem and have identi-

fied two major challenges. The first major challenge is how to design effective and

efficient analytics algorithms to achieve optimal recognition accuracy. The second

major challenge is how to develop a system that can minimize energy consumption

and response time.

To address the first issue (recognition accuracy), we plan to develop new deep

learning-based algorithms. Deep learning [57, 58] (also known as representation learn-

ing, feature learning, deep structured learning, or hierarchical learning) is a new area

of machine learning research. It allows computational models that are composed

of multiple processing layers to learn representations of data with multiple levels of

abstraction. In the last five years, these techniques have improved the state-of-the-

art in speech recognition, computer vision, natural language processing, and many

other domains. Our extensive experiments in this chapter have shown that, compared

with traditional hand engineered features (e.g., SIFT [4]) and shallow learning-based

classification algorithms (e.g., Support Vector Machine (SVM)), our proposed deep

learning-based classification algorithms could improve the recognition accuracy sub-

stantially. We also developed other image analysis algorithms to enhance the food

image quality for data analysis. All these algorithms have been integrated into an
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edge computing based real-time computing system, which is discussed in the next

paragraph.

To address the second issue (energy consumption and response time), we aim

to design and employ a real-time food recognition system employing edge computing

service paradigm. The proposed system distributes the data analytics throughout

the network by splitting the food recognition task between the edge devices (close

to end users) and the servers (in the cloud). Edge computing refers to the enabling

technologies that allow computation to be performed at the edge of the network in

a stream fashion. Edge computing is a non-trivial extension of cloud computing

from the core network to the edge network [43, 59, 31, 39, 40, 60, 61]. The proposed

edge computing service infrastructure is particularly useful for our application because

most of the mobile devices have limited computation capacity and battery life. Hence,

it is difficult for them to support computational-intensive tasks. At the same time,

our proposed food image analysis algorithms usually involve heavy computation and

may require much more computation resources.

In this chapter, we focus on two major research efforts. The first research effort

aims to develop new food recognition algorithms, including new food image recogni-

tion algorithms based on deep learning and image pre-processing and segmentation

algorithms to enhance the quality of food image. The second research effort aims

to design a real-time food recognition system for dietary assessment. The proposed

system employs edge computing service paradigm and distributes the data analytics

throughout the network. Specifically, the proposed system will split the food recog-

nition tasks between the edge devices (which is physically close to the user) and the

server (which is usually located in the remote cloud). For example, in our system, the

edge devices (e.g., users smart phone) can perform light-weight computation on food

image for food recognition. Then, our system will transmit the food images (after the

light-weight computation at edge device) to the server in the cloud to perform more
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accurate recognition tasks. By distributing the analytics throughout the network, our

system can achieve significant improvement in the recognition accuracy, while mini-

mizing the response time and energy consumption. In this project, we implemented a

prototype system to verify our hypothesis and evaluate the proposed algorithms. Our

prototype runs on both edge device (Xiaomi Note, running Android 6.0.1 marshmal-

low) and server (an in-house GPU cluster). We also conducted extensive experiments

with real world data. The results show that our system achieves very impressive

results on the following three aspects. First, to the best of our knowledge, the food

recognition accuracy using our proposed approach outperformed all other reported

results. Second, the response time of the proposed system is equivalent to the mini-

mum of the existing approaches. Last but not the least, the energy consumption of

the proposed system is close to the minimum of the state-of-the-art.

The rest of the chapter is organized as follows. In Section 4.2, we introduce

related work in computer-aided dietary assessment, visual-based food recognition,

deep learning, and edge computing. In Section 4.3, we present the architecture,

components, and algorithms for the proposed system based on deep learning and

edge computing. In Section 4.4, we describe the implementation details of our system.

Section 4.5 presents the evaluation results, which include recognition accuracy, power

consumption, response time, etc. Section 4.6 discusses the system limitations. In

Section 4.7, we make concluding remarks.

4.2 Related Work

Estimating dietary intake accurately with a high-quality food journal is crucial

for managing weight loss [62]. Unfortunately, due to many technical barriers, how to

improve the accuracy of dietary intake estimation is still an open question. In this

chapter, we aim to develop a systematic approach as a first step to address this issue.
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We envision that there are four most relevant research areas, listed as below.

The first related research area is to enhance the accuracy of diet assessment

with computer-aided solutions. Due to the recent advances in electronics, it is now

possible to develop computer-aided solutions to transform healthcare from reactive

and hospital-centered to preventive, proactive, evidence-based, person-centered. Di-

etary assessment is one such area that has gained a lot of attentions from both

academia and industry. Among thousands of existing mobile cloud health software

and hardware, we have seen many of them (e.g., MyFitnessPal, MyNetDiary, and

FatSecret) are dedicated for improving the accuracy of dietary estimates. However,

all these applications require the user to enter everything they ate manually. To

address this issue, several applications have been developed to improve the level of

automation. For example, a recent App entitled “Meal Snap” aims to reduce human

efforts by asking the user to take a picture, enter some quick information such as

whether user is eating breakfast or lunch, and add a quick text annotation if the user

wants to. Unfortunately, the accuracy of calorie estimation is heavily dependent on

the accuracy of the manually entered text from user. Therefore, the accuracy is very

unstable. Another example of such application is named “Eatly”. This application

requires the user to take the food image and then rates the food into one of the three

categories (“very healthy”, “it’s OK.”, and “unhealthy”). However, the actual rating

is performed manually by the community, which consists of the users of this App. In

this chapter, we propose new algorithms and system that can recognize the food im-

ages (captured by the user with their mobile devices) automatically. This automation

reduces the users burden substantially.

The second related research area is to perform dietary analysis using food im-

ages and/or videos. In one paper [53], researchers proposed an approach to combine

a learning method (manifold ranking-based techniques) and a statistics method (co-

occurrence statistics between food items) to recognize multiple food items. In another
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study [54], the authors proposed a method for fast food detection by researching the

relative spatial relationships of local features of the ingredients and a feature fusion

technique. NIH also funded a project named “Technology Assisted Dietary Assess-

ment (TADA)”. Researchers under this project have investigated different aspects of

computer-aided dietary assessment, such as food item recognition, mobile interface

design, and data development for food images. They have published several papers

on food image recognition [55, 63, 61]. Most of the existing visual-based food recogni-

tion algorithms employed traditional signal processing with hand-engineered features

(e.g., SIFT [4], HOG [3]) and shallow machine learning algorithms (e.g., SVM). Only

very recently, with the striking success of deep learning, people started to research

the application of deep learning for food image recognition [29]. Deep learning has

the potential to address one main issue associated with existing techniques, which

is that the hand engineered features may be useful for screening a few categories of

food item but are unable to generalize to other food types. The proposed approach

in this chapter is also based on recent advances in deep learning. Related work in

deep learning is introduced in the next paragraph.

The third related field is deep learning, which is a branch of machine learn-

ing. It allows the computers to learn from experience and understand the world in

terms of a hierarchy of concepts using a deep graph with multiple processing layers.

Each concept is defined in terms of its relation to simpler concepts [57]. Essentially,

deep learning is trying to solve the central problem in representation learning by

introducing representations that are expressed in terms of other, simpler representa-

tions [57]. It has already been proven useful in many disciplines, such as computer

vision, speech recognition, natural language processing, bioinformatics, etc. There

are two main classes of deep learning techniques. The first class is purely supervised

learning algorithms, such as Deep Convolutional Neural Network (CNN). The sec-

ond class is unsupervised and semi-supervised learning algorithms, such as Denoising
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Auto-encoders and Deep Boltzmann Machines. In this chapter, we focus on deep

Convolutional Neural Network (CNN) [10]. Our proposed approach is rooted from

CNN and it belongs to the category of supervised learning algorithms. CNNs are

biologically inspired [64] (animal visual cortex) variants of Multilayer Perceptrons

(MLPs). It is consisted of neurons that have learnable weights and biases. Compared

with MLPs, CNN has several distinct features. First, by enforcing a local connec-

tivity pattern between neurons of adjacent layers, CNN could exploit spatially local

correlation. Second, each filter in CNN is replicated across the entire visual field,

which share the same parameters (e.g., weight vector and bias). Third, the neurons

are arranged in three dimensions (width, height, and depth). Furthermore, a fea-

ture map can be generated by repeated application of a function across sub-regions

of the whole image. Early implementation of CNNs, such as LeNet-5 [1], has been

successfully applied to hand writing digital recognition. However, due to the lack

of large scale labeled data and limited computation power, CNNs failed to address

more complex problems. With the help of large-scale and well-annotated dataset like

ImageNet [65], new computing hardware such as graphics processing unit (GPU), and

several algorithms advancements such as Dropout [37], it is now possible to train large

scale CNNs for complex problems. Recently, many research, such as VGGNet [21],

ZFNet [22], GoogLeNet [12], Residual Network [66], has been proposed to address the

issue of limited abilities of feature representation. One common strategy is to make

the network deeper and avoid saturation issues. Our proposed approach was directly

inspired by CNN work from LeNet-5 [1], AlexNet [10], and GoogLeNet [12]. The

LetNet-5 [1] is a 7-layer network structure with 32x32 grey-scale image as input for

hand written digital recognition. It includes three convolutional layers (C1, C3 and

C5), two sub-sampling layers marked as (S2, S4), one fully connected layers (F6), and

one output layer. LeNet-5 generates a feature map and feed the feature map into the

two fully-connected layers. After that, a 10-class output is generated. A receptive
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field (a.k.a. fixed-size patch or kernel) is chosen during the convolutional layer to

compute convolution with the same size patch in the input image. A stride is defined

to make sure every pixel in the original image will be covered. The system will per-

form convolution operation first, followed with a sub-sampling with the feature map.

The goal of sub-sampling is for dimension reduction. Then, we will move to the fully

connected layers, which are used to join the multi-dimension feature maps. Finally,

we will generate a ten-class output, each of which represents one digital (from zero

to nine). Please note, at each layer, the parameters (e.g., weight vector and bias)

are trainable. Recent progresses in CNN have focused on enhancing the object rep-

resentation with more complex models. For example, AlexNet [10] is a seven-layer

model which includes five convolution layers and two fully connected layers. It out-

performed the state-of-the-art object recognition techniques in 2012 ImageNet [65]

challenges with large margin (over 10 percent). Later on, we witnessed many new

models with increased layers, increased layer size, more complex neurons, as well as

sophisticated computation units and layer structures. Dropout and ReLU were pro-

posed to address the issue of overfitting and saturation, respectively. Some excellent

examples include VGG net [21], ZFNet [22], GoogLeNet [12], Residual Network [66]).

The last (but not the least) related research area is edge computing service

infrastructure [43, 59, 31, 39, 40, 60]. Under this infrastructure, part of the data

processing tasks may be pushed to the edge of the network. One of the core ideas

is called Collaborative Edge [31], which refers to the architecture that connects the

edges of multiple stakeholders. These stakeholders may be geographically distributed

and they may have distinct physical location and network structure. Under this

infrastructure, the cloud paradigm is extended to the edge of the network. There-

fore, such an edge computing service infrastructure offers a unifying paradigm for

cloud-based computing and Internet of Things (IoT)- based computing. It has the

potential to address the issues of delayed response time, reduced battery life, limited
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bandwidth, and data security and privacy. However, most of the existing use cases

of edge computing-based digital health applications [41, 44] are relatively simple ex-

amples with small data sets. Novel user cases and intriguing applications with more

challenging tasks, such as larger data sets and sophisticated computation, are needed

for evaluating the efficacy and effectiveness of edge computing in digital health. Our

proposed application, which focuses on food image recognition for dietary assessment,

employ very complicated computation tasks (e.g., image pre-processing, image seg-

mentation, and deep learning) with large image data sets (in the size of GB). This

application scenario provides an excellent playground to evaluate the efficacy and

effectiveness of edge computing in digital health.

4.3 System Design

4.3.1 Overview

Figure 4.1: Overview architecture of “Deep Food on the Edge” system.

Our food recognition system employs visual sensors to capture food images as

the source data. Due to the recent advances of electronics, visual sensors are now

available in many Internet-of-Things(IoT) devices, such as smart phones. To simplify

the design, we utilized the camera on smartphones for visual sensing. Besides the

smartphone for sensing and image capturing, the recognition is done in a collaborative

manner between the edge device (e.g., smartphone) and servers (e.g., servers in the
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cloud). As shown in Figure 4.1, our system includes end user layer (left most of

Figure 4.1), edge layer (middle of Figure 4.1), and cloud layer (right most of Figure

4.1), together form a three-layer service delivery model. In our proposed system, data

and computation are kept close to end users at the edge of network. Also, the end

users device can passively record the geological location. Hence, the system could

provide low latency, reduced energy consumption, and location awareness for end

users. The computations are distributed throughout the network, including both the

edge devices and servers in the cloud. Please note, in our system, the recognition is

done in a collaborative manner.

The system design and related components are shown in Figure 4.2. As shown

in this figure, our system consists of the following three major modules:

Figure 4.2: System design and components.

Front-end Component (FC). We deploy the FC module on the edge device

(smartphone). As shown in the top box in Figure 4.2, its consisted of three sub-

modules, which are image pre-processing (e.g., blurry image detection), watershed

detectors, and the filters (OTSU or threshold)-based segmentation. After the image

pre-processing module, an original clear image is generated for segmentation. Next,
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the watershed detector, combined with different filters (e.g., OTSU-based threshold)

to segment the original image. After segmentation, we can generate the clear and seg-

mented image. These images will be transferred to the server via the Communication

Module (introduced below) for further classification.

Communication Component (CC). CC provides two channels for commu-

nication between the FC and the Back-end Component (BC), which will be introduced

in more detail in the next paragraph. It transfers the image data from the FC to the

BC via Input Channel, and it also passes the detection results from the BC to the

FC via Output Channel.

Back-end Component (BC). The BC module runs on the cloud server,

which is configured to use Caffe [67] (an open source deep learning framework) for

CNN model training and testing. We use pre-trained GoogLeNet by ImageNet and

fine-tune it on our food dataset (UEC-256 and Food-101). Then the trained model is

deployed on the server and used for classifying the image. More specifically, the seg-

mented image is first passed through our proposed CNN model (which is rooted from

GoogLeNet model [12]), then the features are generated from the model, furthermore,

a softmax classifier is used with these features to generate the probability of each cat-

egory. Here we use the top-5 and top-1 probability as our prediction/classification of

the food image. Our evaluation of accuracy is also based on these criteria.

4.3.2 Food Image Analysis Algorithms

In this following section, we will introduce our proposed food recognition algo-

rithms, which runs on the FC and BC. Essentially, our system is a multiple-stage food

recognition system that distributes the analytics throughout the network. This sec-

tion will focus on the food image analysis algorithms part. For CNN-based algorithm,

more details will be given in the following section.

Once the food images are captured, we will conduct two types of computations
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at mobile device in the Front-end Component (FC) (a.k.a., Edge Layer): image pre-

processing and image segmentation.

The main objective of the first computation (image pre-processing) is to iden-

tify if the image being captured is blurry or not. While many cameras on mobile

devices have features such as optical zoom or auto focusing, in real-world practice,

when users take the pictures of food, they may have very limited time to do so due

to their busy schedule and their photo taking action may be interrupted by other

matters. Hence, the chances of device shaking and other interruptions while tak-

ing pictures are high. An automatic image blurry detection algorithm running at

the mobile device is needed to give a real-time alarm to reminder user to re-take

the picture if the image is blurry. We define an out-of-focus image as blurry image.

Our goal is to develop a light weight and effective blurry image detection algorithms

running at the mobile device. In literature, image restoration has been proposed to

handle blurry images. Unfortunately, these existing methods are not applicable to

our case because these techniques need a reference image to compute the quality of

the test image. In our applications, we may only have test images. Followed our

previous research [68], we propose a simple-feature(such as edginess of the image)

and threshold-based method to divide the images captured into two groups (i.e., the

clear image group and the blurry image group). The edginess of the image is defined

as the number of edge pixels (e.g., detected by Sobel operator) divided by the total

number of image pixels. The rationale behind this method is that the percentage of

edge pixels for clear image (with clear object of interests) is much higher than the

percentage of edge pixels for blurry image. In our previous research, we also noticed

that there are different patterns between the frequency spectrums of clear image and

blurry image. The Fourier spectrum of a blurry image usually shows prominent com-

ponents along the certain degree (e.g., 45 degree) directions that correspond to the

corners of the image. This is because the blurry image usually does not contain clear
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object information except the four strong edges at the corners of the image running

at certain degree relative to the sides. On the other hand, the clear image usually has

a lot of clear edge information so that its spectrum does not show prominent compo-

nents along certain degree directions because it has a wider range of bandwidth from

low to high frequencies. Based on the aforementioned observation, we first employ

texture analysis algorithms on the frequency spectrum image. Then we extract differ-

ent types of texture features (e.g., entropy, contrast, correlation, homogeneity) from

each image. Once the features are extracted, we employ different types of classifiers

to classify the images into two categories (blurry image or clear image). Similar to

our previous work, we employ a two-step K-means clustering algorithms, the details

is illustrated in the Algorithm 1 and Figure 4.3.

Algorithm 1 Image Preprocessing in the Front-end Component (FC)

INPUT: A set of Image Set : {I1, I2, ..., In}
OUTPUT: Two clusers Setb : {b1, b2, ..., bp}, Setc : {c1, c2, ..., cq}

1: i ← 0 � (initialize iteration index to 0)
2: while i is no more than n do
3: Read one image Ii
4: Extract texture features Ti from frequency spectrum
5: Apply entropy feature extraction from Ti as S1

6: Apply contrast feature extraction from Ti as S2

7: Apply correlation feature extraction from Ti as S3

8: Apply homogeneity feature extraction from Ti as S4

9: Use binary classifier for S1, S2, S3, S4 separately
10: Combine classification result using majority vote
11: if blurry then
12: group Ii into the Setb
13: else
14: group Ii into the Setc
15: end if
16: end while

The main objective of the second computation (image segmentation) is to

segment the image into two parts: foreground (which contains the actual food) and

background. Based on the size of foreground, we could crop the image by removing
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Figure 4.3: Blurry vs. clear image classification using majority vote and image fea-
tures.

some portion of the background that does not overlap with foreground. According

to our own experiments and other people research results, when using deep learning-

based model (which is the main algorithms used in server) for image analysis and

object detection, if we could reduce the background information, the object detection

and recognition accuracy could be improved. Inspired by this observation, we employ

watershed segmentation algorithm to preprocessing the image at FC. In this process,

we first preprocess the image by image segmentation. Then we generate a new cropped

image and send the updated image to the server in the cloud for further processing.

By doing so, we can achieve the following performance improvements: (1) the volume

of data transfer over the network may be reduced substantially. It also reduces the

power consumption caused by network transferring; (2) The response time may be

reduced by shorter transmission time, which will improve the user experiences; (3)

The system uses much less network flow consumption, which is very helpful when
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the network connection is unreliable, or when the user is connected to the server via

cellular network and/or he or she has limited data plan with the mobile device; (4)

More importantly, the cropped image will eliminate the abundant information and

further improve the accuracy for classification. In theory, the watershed algorithm

is based on the following observations: any gray scale image can be viewed as a

topographic surface, in which the high intensity indicates peaks and hills while low

intensity represents valleys. The watershed algorithm starts filling every isolated

valley with different colored water. When water rises, water from different valleys

with different colors will start to merge. We could avoid this by building barriers in

the locations where water merges. The algorithm continues to fill water and build

barriers until all the peaks are under water. Finally, the barriers the system created

are the segmentation result. Algorithm 2 illustrates the details of the algorithm.

Algorithm 2 Watershed Algorithm using topographical distance

INPUT: The lower complete grey scale Image (V,E, im), which is defined from
original image with a lower boundary

OUTPUT: a sequence of labels on V , representing background or foreground

1: WATERSHED ← 0 � (The label of watershed for every pixel)
2: Init Label with a minima and MASK for other pixels
3: U ← {p ∈ V |∃q ∈ NG(p): im[p] �= im[q]}
4: while not empty(U) do
5: select point p from U with minimal grey value
6: remove p from U
7: for all q steeper than p do � (pixel value is greater in the neighbour)
8: if label[q] == MASK then
9: label[q] ← label[p]
10: else
11: label[q] ← WATERSHED
12: end if
13: end for
14: end while � (Label array represents the boundary)
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4.3.3 CNN-based Food Image Analysis Algorithms

After the image pre-processing and segmentation at FC, we will further analyze

these images at BC. Our proposed approach running at BC is based on the recent

advances on deep learning, which aims to learn multiple levels of representation and

abstraction that help infer knowledge from data such as images, videos, audio, and

text.

Our proposed approach was directly inspired by CNN work from LeNet-5 [1],

AlexNet [10], and GoogLeNet [12], and it employs a new module called Inception

Module, which is motivated by recent advances named Network-in-Network [69].

This is also similar to the one used in GoogLeNet [12]. In this Inception Module,

an additional 1x1 convolutional layers are added to the original AlexNet [10] network

architecture. This additional layer undoubtedly increases the depth of the network.

However, this addition could also substantially reduce the feature maps dimension.

Therefore, this module could help to remove the computation bottlenecks. Specif-

ically, we use feature map as the input for the Inception Module. After that, we

apply multiple levels of convolutional layers and max-pooling layers. The kernel size

of the convolutional layer varies from 1x1 to 3x3 and 5x5. At each layer, different

outputs are generated and are concatenated to form the new feature map, which is

used as input for the convolution and pooling operation for next layer. In order to

perform dimension deduction, an optimized convolution is proposed based on the

Inception Module. Please note, instead of feeding the input directly into the convo-

lutional layer, an additional convolutional layer with size 1x1 is added to reduce the

input dimension. In addition, the output from the 3x3 max-pooling layer is sent into

an additional convolutional layer with size 1x1. These new designs enable the new

architecture to reduced dimension even the depth of the network is increased. Not

surprisingly, our experiments have demonstrated that, even under constrained com-

putational complexity, this new network structure is able to enhance the ability to
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capture more visual information. Figure 4.4 illustrates the improved inception mod-

ule. The network structure in the left (Figure a) is the original structure in regular

CNN, such as AlexNet [10]. The right figure (Figure b) is the snapshot of the new

network architecture with Inception Module. As shown in Figure b, the three added

1x1 convolutional layers are annotated with dotted rectangle and green color. While

the number of layers in Figure b is four (which is one layer more than the number of

layers in Figure a), the total dimension of the output (at feature concatenate layer)

in Figure b is still smaller than the output dimension of Figure a.

Figure 4.4: Illustration of the “Inception Module”.

The next step after forming the “Inception Module” is to employ multiple

modules to form the network (similar to GoogLeNet). In this step, we will connect the

two modules using one additional max pooling layer. The output from the previous

module will be used as the input for the next module. Specifically, the concatenated

features (output) from the previous module are fed into the newly added max pooling

layer. The output from the max pooling layer is used as input for next module. Figure

4.5 illustrate this architecture. This figure includes two Inception Module, one (figure

a) is located on the top of Figure 4.5 and another (figure b) is located in the bottom of

the Figure 4.5. These two components (figure a and figure b) are connected via a 3x3

max-pooling layer. Essentially, the new network architecture becomes a hierarchical

level step by step. In order to address the issue of increased time complexity associated

with the increased network layers, we resort to the lessons learned in recent paper [70],
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which offer some insights for designing the network architectures by balancing factors

such as depth, numbers of filters, filter sizes, etc. In this study, we design a network

structure with 22 layers (similar to the one used in GoogLeNet) with different kernel

size and stride. We have found that, in our study, using an input size of 224x224

with three channels (RGB), combined with 1x1, 3x3 and 5x5 convolutions, produces

the best results. The 22 layers are layers with parameters. We design the pooling

layer whose filter size is 5x5. The convolutional layer is 1x1 and includes 128 filters

and ReLU (rectified linear activation). The dimension of the fully-connected layers is

1024. During pre-training stage, it is mapped into a 1,000-class output, similar to the

ImageNet data set [65]. We use a 70% dropout rate to address the overfitting issue.

Softmax is used for final classifier. Please note, based on the actual food categories,

we will need to adjust the output class number during the fine-tuning stage. The

proposed approach is implemented on top of open source deep learning framework

Caffe [67]. CentOS 7.0 is chosen as our host system. We also use NVidia Tesla K40

GPUs for model training. The model definition is adjusted in prototxt file in Caffe.

We will introduce the implementation details in Section 4.4.

4.4 System Implementation

In order to verify the efficacy and effectiveness of the proposed system, we

implemented a prototype system for food recognition. Specifically, the front-end

component (FC) is implemented on Android 6.0.1 (Marshmallow). The back-end

component (BC) is implemented using server equipped with CentOS 7.0. The im-

plementation of communication component (CC) includes two part. The first part

is on the smartphone where we use Apache HttpClient to communicate with server.

The second part is on the server we employed Django web development framework

and the associated RESTful web service. In this section, we present implementation
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Figure 4.5: Illustration of module connection.

details.

4.4.1 Implementation of Front-end Component (FC)

We develop an Android application for the front-end module. It runs on Xi-

aomi Note running Android 6.0.1 marshmallow. The image pre-processing algorithm,

the watershed segmentation algorithm, and the threshold filter are also implemented

in this application. The watershed algorithm runs on the local mobile devices and it

is implemented using OpenCV on Android devices. Several pre-defined markers are

first constructed, the algorithm treats each pixel as a local topography, and then it

fills the basins from the markers, until the basins meet on watershed lines. Here we

set the markers as the local minimal of the food image, so that we can start from

the bottom to fill the basins. We use OpenCV 3.10 and port the java SDK into
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the android studio project, which supports the OpenCV for Android SDK and also

involves the image processing class.

Figure 4.6: Screenshots showing image segmentation implementation in FC module.

The App we implemented has an UI for processing and loading the image.

A screenshot of the UI is shown in Figure 4.6. There is a background thread for

preprocessing the image. After it finishes, the App will display the segmented image

in the applications mainframe. While in the background, the thread does several

tasks when preprocessing the image, that includes: (1) rescaling the image if its

exceed 1024x786, since too large image will increase the computing time and energy

consumption; (2) converting the RGB image to grey level image for further image

processing, the grey image is more easily computed when therere many channels and

pixels; (3) creating the watershed class and watershed threshold for dividing the image

into segments and non-segments; (4) saving and generating a unified image segments

for future transferring.

4.4.2 Implementation of Communication Component (CC)

There are two implementations for communication between the Android device

and cloud server. For the Android application, we use Apache HTTP Client and



www.manaraa.com

39

construct the HTTP POST request to send the segmented image into the cloud server.

First, a connection bound to the server is established, and then we construct the

necessary HTTP header, and fill the content with image file. Then we send the POST

request to the cloud server to finish the transmission. On the cloud server, we deploy a

RESTful web server using Django, which supports the file transferring (image, audio,

video) using HTTP requests. When the server is up and deployed, it will listen to

the port and save the requested file into the pre-configured destination. Our server

will store all the necessary segments for the classification task using trained-well CNN

models.

Figure 4.7: Screenshot showing segmented images being uploaded to the server in
CM module.

4.4.3 Implementation of Back-end Component (BC)

Our back-end system is mainly used for classification when we receive the

images from the mobile device. Before testing, we used pre-trained GoogLeNet model

from ImageNet, and then fine-tuned on public food data set like Food-101 and UEC-

100/UEC-256. After these steps, a fine-grained model is generated which can be used

for specifically food image classification. We use Caffe to train and tune the model.

And our deployment of model is also based on Caffes python interface. We first load
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the model into memory, when the test food image is fed into the Convolutional neural

network as the input, CNN features are extracted, with max-pooling and rectified

linear-unit (ReLU) layers for dimension reduction and accelerating the convergence

of computing.

4.5 Performance Evaluation

4.5.1 Experiment Setup and Evaluation

In all the following experiments, we use Xiaomi Note running Android 6.0.1

Marshmallow as the front-end to install the FC of our system. This smartphone uses

Qualcomm MSM8974AC Snapdragon 801 featuring Quad-core 2.5 GHz Krait 400 and

an Adreno 330 GPU. It also has a 64 GB of internal storage and 3 GB of RAM. In the

back-end, we use an in-house GPU server. This server is a SuperServer 4027GR-TR

from SuperMicron. It has two Intel Xeon processor E5-2600 with 512GB RAM. This

server is also equipped with four NVIDIA Tesla K40 GPU.

In order to evaluate the effectiveness and efficiency of our system, we imple-

mented two other systems running the state-of-the-art visual-based food recognition

algorithms for comparisons. The first one, entitled as C-System, employs differ-

ent types of computer vision algorithms using hand engineered features (e.g., SIFT,

SURF, HOG, Cascade) running at the mobile device for food image recognition,

without relying on any algorithms running in the server. These algorithms (e.g.,

the Cascade algorithm) have been used in many embedded computer vision systems.

We also implement the second system, called D-System, for comparisons. The D-

system mainly relies on using the state-of-the-art deep learning algorithms running in

the server, without using any image analysis and/or pre-processing computation at

mobile device. Both systems are evaluated against our proposed system, and the per-

formance metrics we use include response time, energy consumption, and detection
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accuracy.

In our experiment, we use two publicly available and challenging data sets,

which are UEC-256/UEC-100 [71] and Food-101 [72]. As shown in the sub-sections

below, the results of our proposed approach outperformed all the existing techniques

in terms of accuracy. At the same time, the response time and energy consumption

of our system are close to the minimum of the existing approaches.

4.5.2 Experimental Results on UEC-256/UEC-100

As we have introduced before, we employ two data sets for our experiments.

We will introduce our experimental results for the first category in this section, which

is UEC dataset [71]. It was first developed by DeepFoodCam project and the majority

of the food items in UEC dataset is Asian food. This data set includes two sub-data

sets: UEC-100 and UEC-256. The first sub-data set (UEC-100) includes 100 food

categories with a total of 8643 images. There are around 90 images in each category.

The second sub-data set (UEC-256) includes 256 categories with a total of 28375

images. There are around 110 images in each category. The researchers have added

correct annotations for each image, including food category and bounding box (used

to indicate the positions of the food). We use UEC-256 as the baseline dataset since

we prefer to have large scale training data. We divided the images into 5 groups (5

folds). 3 groups (out of 5 groups) were used for training and the rest of the images

were used for testing.

In our experiments, the publicly available, 1000-class category from ImageNet

dataset was used as the pre-trained model. This model (pre-trained model) was

generated by training over 1.2 million images and testing over 100,000 images. Once

we have the pre-trained model, we fine-tuned this model with the UEC-256 dataset.

We fine-tuned the model with a base-learning rate of 0.01, a momentum of 0.9 and

100,000 iterations. The results are shown below in Table 4.1. If we compare the results
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in Table 4.1 with the results in our previous publication [18], we could make two

discoveries. First, our detection accuracy in this chapter is slightly better. Second,

the number of iterations when we reach the best performance is less than our previous

paper. These two discoveries indicate that, due to the adaption of the proposed new

system and algorithms, both the accuracy and the time complexity have been slightly

reduced.

# of Iterations Top-1 accuracy Top-5 accuracy
4,000 46.0% 77.5%
24,000 51.0% 78.8%
56,000 51.3% 79.6%
84,000 53.3% 80.6%
92,000 54.5% 81.8%

Table 4.1: Comparison of accuracy on UEC-256 at different iterations.

We also compared our results with both the C-System and the D-System. As

we introduced before, the D-system is employing different sophisticated deep learning-

based food image recognition algorithms, including the algorithms from the Deep-

FoodCam papers. To make a fair comparison, we used the same dataset as original

papers, which is UEC-100, as well as the same strategy of dividing image dataset,

the result is shown in the Table 4.2. Please note, there are five C-system in this table

because we tried different types of computer vision algorithms using hand engineered

features. Each sub-category of C-system (the first five rows in Table 4.2) represents

one type of hand engineered feature. From this table, we can tell that our proposed

method outperformed all existing methods using the same dataset:

Method Top-1 Top-5
C-System(SURF-BoF+ColorHistogram) 42.0% 68.3%

C-System(HOG Patch-FV+ColorPath-FV) 49.7% 77.6%
C-System(HOG Patch-FV+ColorPath-FV(flip)) 51.9% 79.2%

C-System(MKL) 51.6% 76.8%
C-System(Extended HOG Patch-FV+ColorPath-FV(flip)) 59.6% 82.9%

D-System(DeepFoodCam(ft)) 72.26% 92.0%
Proposed Approach in this chapter 77.5% 95.2%

Table 4.2: Comparison of accuracy between our proposed approach and existing
approaches using the same data set (UEC-100).
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Table 4.3 shows the corresponding energy consumption of the three systems

upon each food image. This table shows that the energy consumption of our system is

very close to the energy consumption of the both C-system and D-system. Please note,

in Table 4.3, we computed the energy consumption for both image analysis (on mobile

device) and the image transferring (from the mobile device to the server). However,

we did not compute the energy consumption if the computation is performed at the

server in the cloud. Therefore, the D-systems energy consumption for image analysis

is zero because D-system does not include any computation on mobile device. On

the other hand, the energy consumption for image transferring for C-system is zero.

Because in C-system, there is no need for data uploading since all the recognition

tasks have been done on the mobile device.

Method Energy Consumption(Joule)
for Image Analysis

Energy Consumption(Joule)
for Image Transferring

C-System 1.01 0
D-System 0 0.98

Proposed Approach 0.51 0.57

Table 4.3: Comparison of accuracy between our proposed approach and existing
approaches using the same data set (UEC-100).

As of the computation and response time, let’s first discuss the computing

time. Indeed, our algorithms is based on deep learning and training a large deep

learning model requires a large amount of time. For example, on a NVidia Tesla K40

GPU, it takes 2 to 3 seconds per image for forward-backward pass using our proposed

architecture. Since large dataset like ImageNet and Microsoft COCO [73] contains

so many images, it may not be wise to train the model from scratch. One practical

strategy is to use the pre-trained model in model zoo from existing implementation

(e.g., Caffe [67]), which is public for all researchers. In our own experiment, the

training time is largely impacted by the computation capacity of the server (e.g., the

types of CPU and GPU), how large the image candidate is, how many iterations

we choose, and what value we choose for learning rate, etc. According to the rough
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estimation, if we use the pre-trained GoogLeNet model, then fine-tune on the UEC-

100, UEC-256, Food-101 dataset, it roughly takes 2 to 3 days nonstop for a server

equipped with Nvidia K40 GPU to train the model. Once the model is trained,

we can directly apply the model for classifying the image. On average, it takes 50

seconds for recognition for one image. Therefore, the average response time (the time

duration between capturing the image and getting the food recognition results) is

1 minute per image for our proposed approach, which include time for image pre-

processing on mobile device, the time to uploading the image to server, and the

time for recognition in the server. As a comparison, the response time for C-system

is usually around 35 to 55 seconds (depends on what hand engineered features we

use). For example, the average computation time for a SIFT-like feature extraction

and analysis algorithm on a mobile device (Xiaomi Note) is 50 seconds. On the

other hand, in the D-system, the response time (the time duration between capturing

the image and getting the food recognition results) is 70 seconds per image in our

experiments. This is mainly because in D-system, the image being processed is the

raw image without pre-processing. Hence, we could conclude that the response time of

our proposed approach is very close to the minimal response time of existing approach.

4.5.3 Experimental Results on Food-101

In addition to the first data set (UEC data set), we use the second data

set, Food-101 data set [72], in our experiment. This dataset includes a total of 101

categories. For each food category, there are around 1000 images. We used around

three-quarters (75%) of these images for training and the rest of the images are

used for testing. Altogether, there are over 100,000 images in this data set. One

thing about this data set is that this data set does not provide any bounding box

information (which can be used to indicate the food location in the image). Instead,

this data set offers food type information for each image. Different from the UEC
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data set, most of the images in this data set are popular western food images.

For this data set, we used a similar implementation as the one used in Section

4.4.1. The parameters were adjusted to fit for this new data set. We used a base

learning rate of 0.01, a momentum of 0.9. Similar to the methods we used in Section

4.4.1, we fine-tuned the model on Food-101 dataset. Table 4.4 below shows the

accuracy (both top-1 accuracy and top-5 accuracy are listed as below). Again, if we

compare the results in Table 4.4 with the results in our previous publication [18],

we can find that, due to the new system and algorithms in this chapter, both the

accuracy and the time complexity have been slightly reduced.

# of Iterations Top-1 accuracy Top-5 accuracy
5,000 65.6% 88.7%
10,000 70.7% 91.2%
20,000 73.4% 92.6%
60,000 77.0% 94.0%

Table 4.4: Comparison of accuracy on Food-101 at different iterations.

We also compared our experimental results with the results of both the C-

System and the D-System using the same data set (Food-101 datasets). As shown

in Table 4.5, our proposed method is better than all existing work using the same

dataset and division.

Method Top-1 Top-5
C-System(RFDC-based Approach from Lukas et.al [72]) 50.76% NA
C-System(CNN-based Approach from Lukas et.al [72]) 56.40% NA

Proposed Approach 77.0% 94%

Table 4.5: Comparison of accuracy using different method on Food-101.

From the above table, we can see that pre-trained model with domain specific

fine-tuning can boost the classification accuracy significantly. And fine-tuning strat-

egy improves the accuracy comparing with non-fine-tuning method. The NA value in

the top-5 column means not available, as we used the original experiment data from

their paper [72], and they dont provide the top-5 result in it.

As of the energy consumption and response time, we have similar results re-



www.manaraa.com

46

ported as our previous data set (UEC-256/UEC-100), as introduced in the last para-

graph of Section 4.5.1. Due to the space limitation, we did not report the exact

numbers here.

4.5.4 The Employment of Bounding Box

As shown in both Section 4.5.1 and Section 4.5.2, the detection accuracy of

our proposed approach is better than all existing approaches. We believe that one

of the reasons we could achieve such performance boost is because in our proposed

approach, image pre-processing and image segmentation are performed at the mobile

device before analyzing these images in the server. To verify this hypothesis, we

conducted a simple experiment. Our goal is to demonstrate that even very simple

pre-processing can help improve the recognition performance. For example, we can

use a simple bounding-box strategy to reduce the image size without analyzing the

image content fully.

Specifically, we first employed the bounding box to crop the raw image. After

this processing, only the food image part is remained for training and testing. Then,

we performed similar experiment on UEC-256 dataset.

Method top-1 top-5
Proposed Approach(no bounding box) 53.7% 80.7%
Proposed Approach(bounding box) 63.6% 87.0%

Table 4.6: Comparison of accuracy of proposed approach using bounding box on
UEC-256.

We also conduct the experiment on UEC-100, as follows:

Method top-1 top-5
Proposed Approach(no bounding box) 54.8% 81.4%
Proposed Approach(bounding box) 76.3% 94.6%

Table 4.7: Comparison of accuracy of proposed approach using bounding box on
UEC-100.

As we can see from the two tables (Table 4.6 and Table 4.7), the employment
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of bounding box could boost the classification accuracy substantially. A simple ex-

planation for this is that the abundant information in the raw image is removed after

the images were cropped using bounding-box. Therefore, a more accurate and clear

image candidate for training can be generated. Please note, these results are valid

only if we assume the majority of food image have the foreground centered on the

image. Using this simple cropping-based approach will not work well if the food is

scattered on different parts of the image. In this case, our proposed approach, which

conducts image pre-processing and image segmentation based on the image content,

is certainly necessary to improve the recognition accuracy.

4.6 Discussion

Our findings indicated that our system achieves very high detection accuracy,

as shown in previous sections. However, the response time, while very close the

minimal of existing systems, is still around 5% slower than the best performer. While

this is not surprising since deep learning-based algorithms are usually very time-

consuming, we believe that more research should be devoted to further improving

the speed. In particularly, we plan to investigate new deep learning algorithms that

can be executed in mobile devices. There are some recent papers that have started

to explore this area with some preliminary results [74], which further motivate us to

pursue this route in the future. While pushing the deep learning-based computation

further to the edge device sounds like a good idea in the initial look, we will have to

consider the energy consumption if we execute the deep learning algorithms at the

edge device. We believe much more research is needed in the area of distributed deep

learning-based analytics in the era of edge computing.
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4.7 Conclusion

In this chapter, we aimed to develop a practical deep learning based food recog-

nition system for dietary assessment within the edge computing service infrastructure.

The key technique innovation in this chapter includes: the new deep learning-based

food image recognition algorithms and the proposed real-time food recognition sys-

tem employing edge computing service paradigm. Our experimental results on two

challenging data sets using our proposed approach have demonstrated that our sys-

tem has achieved the three major objectives: (1) it outperforms the results from all

existing approaches in terms of recognition accuracy; (2) it develops a real-time sys-

tem whose response time is close to the minimal of existing techniques; and (3) it

saves the energy by keep the energy consumption equivalent to the minimum of the

existing approaches. In the future, we plan to continue improving performance of the

algorithms (in terms of detection accuracy) and system (in terms of response time and

energy consumption). We also plan to integrate our system into a real-world mobile

devices and edge/cloud computing-based system to enhance the accuracy of current

measurements of dietary caloric intake estimate. As our research is related to the

biomedical field, much larger data sets are needed to provide convincing evidence to

verify the efficacy and effectiveness of our proposed system. Backed by several major

federal grants from NSF and NIH, we are in the process of collaborating with UMass

Medical School and the University of Tennessee, College of Medicine to deploy our

system in the real-world clinical practice.
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Chapter 5

TUBERCULOSIS(TB)

DIAGNOSIS

5.1 Introduction

Tuberculosis (TB) is a chronic and infectious disease that affects the most

disadvantaged populations and involves complex treatment regimes. It remains a

major public health problem with more than 9 million estimated new cases and 1.5

million deaths every year, worldwide [75]. Of the estimated 9 million people who de-

veloped TB in 2013, over 80% were in South-East Asia, Western Pacific, and African.

The majority of the infected populations was from resource-poor and marginalized

communities with weak healthcare infrastructure. This is unacceptable considering

TB is curable and preventable. Efforts to eliminate the TB epidemic are challenged

by the persistent social inequalities in health, the small number of local healthcare

professionals, and the weak healthcare infrastructure found in resource-poor settings.

The global health community has confronted the situation by focusing on developing

and testing effective vaccines, improving the diagnosis process, and promoting patient

adherence to the medical treatment.
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Reducing the TB diagnosis delay is critical in mitigating disease transmission

and minimizing the reproductive rate of the TB epidemic. The ultimate goal of our

research is to reduce patient wait times for being diagnosed with this infectious dis-

ease by developing a socio-technical system solution to the TB diagnosis problem.

Specifically, we aim to design a user-centered, mobile device-based computing system

to significantly expedite the TB diagnosis process by developing novel image process-

ing and machine learning techniques to analyze chest X-ray images. Our study will

be conducted in the city of Carabayllo, a densely occupied urban community and

high-burden TB area in Lima, the capital of Peru.

Mobile computing techniques offer a unique opportunity to accelerate the TB

diagnosis among resource-poor, marginalized communities with weak healthcare in-

frastructure and systems. However, real-world mobile computing tools and applica-

tions in TB-related clinical practice with the capacity of accurate TB screening using

mobile devices are rare. A wide gap between the technological advancements and

the real-world clinical practices is caused by two major barriers: (1) the first bar-

rier is the lack of large-scale, real-world, well-annotated, and public available X-ray

image database dedicated for automated TB screening. For example, the majority

of existing X-ray image databases, such as ImageCLEF [76], JSRT Digital Image

Database [77], and ANODE Grand Challenge Database, were created mainly for one

or two specific TB manifestations (e.g., pulmonary nodule). To the best of our knowl-

edge, there is no large-scale, real-world, and public available chest X-ray dedicated

for TB diagnosis with high-quality annotation; (2) the second barrier is the lack of

mobile devices-based computing system that can offer accurate diagnosis by analyzing

the chest X-ray images. The use of computer-aided chest radiography for TB screen-

ing and diagnosis [78, 79, 80] has been limited due to the modest sensitivity and

specificity, and high inter- and intra-observer differences in reporting of radiographs.

Hence, the automatic screening for TB in chest radiographs is still a challenging
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task and an open research problem [81]. Furthermore, there is very few reported

research on using mobile device to capture and analyze the chest radio-graph images

for computer-aided TB diagnosis.

Our research team, which includes computer scientists and health scientists

from both U.S. and Perú, has proposed to develop a mobile device-based computing

solution to overcome the aforementioned barriers. As the first step of developing

such a system, we will introduce the two major progresses we recently made. The

first aspect is related to the development of large-scale, real-world and well-annotated

Xray image database dedicated for automated TB screening. The second aspect is

focusing on developing effective and efficient computational models to classify the

image into different categories of TB manifestations. Efforts described here are part

of a mobile health (mHealth) integrative project aimed at reducing patient wait time

to be diagnosed with TB by implementing a socio-technical solution to optimize the

diagnosis process in a high-burden TB area in Lima, the capital of Perú. In this

chapter, we propose a novel deep learning method with CNN and transfer learning

for classifying TB manifestations in chest X-ray images. Our algorithm and training

protocol show outstanding accuracy and are proven to be practical and stable for

various CNN architectures(e.g., AlexNet [10], GoogLeNet [12]). Experimental results

show a wide potential for medical images analysis and TB diagnosis.

5.2 Background and Related work

In this section, we will first introduce the power of mobile computing in health-

care (Section 5.2.1). Then we will discuss the related work in developing chest X-ray

image database (Section 5.2.2), as well as related work in computer-aided system to

screen the chest radiography image for TB diagnosis (Section 5.2.3).
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5.2.1 Mobile Computing in Healthcare (mHealth)

Point of care delivery is critical for the success of any application in the clin-

ical healthcare environment. In Perú, as in many developing countries, a mobile

device-based computing solution is very suitable within the context of resource-poor

communities in Lima, Perú. The unique characteristics of the mobile devices such

as its pervasiveness and low cost provide them the opportunity to support and en-

able smart care decision making in a connected health scenario for automatic health

scenario for automatic tuberculosis screening.

1) mHealth in Perú: In a recent review of the mHealth literature published

in Perú, Ruiz et al. [82] showed that mobile health interventions have enormous

potential to improve access and the quality of health services in Perú, increasing

the effectiveness of public health programs and reducing healthcare costs. Out of

19 papers selected, most of them showed a positive impact, and four were about

tuberculosis. It is important to notice that most of them were implemented as pilot

projects [82]. However, the majority of the papers demonstrated that mobile health

interventions are well accepted by the population and well-developed projects might

contribute to reduce the gap in public health, reducing limitations such as lack of

resources (human and logistic) in heath care centers, high dispersion of the population

and lack of infrastructure (roads, transportation and Internet connectivity).

2) mHealth for TB Diagnostics: During the last few years, mobile phones

have been successfully used for diagnosis of tuberculosis [83]. In Perú, Zimic et

al. [84] proposed a relatively minimal investment with mobile phones to facilitate the

diagnosis of tuberculosis using a low cost Microscopic Observation Drug Susceptibil-

ity (MODS) in remote settings where a lack of trained personnel may otherwise be

a limitation [84]. Nowadays, with the advances in mobile processors, images taken

by a cell-phone can be immediately processed and analyzed with the help of smart

algorithms. Today’s global wireless infrastructure also allows transmission of a wide
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variety of tuberculosis images (such as X-rays) to remote locations for telemedicine

diagnosis. Therefore ubiquitous cell-phone based applications can provide unique

opportunities to combat tuberculosis, especially in developing countries. Recently,

Schwartz et al. [85] assessed the diagnostic accuracy of digital photographs of plain

film chest X-rays obtained using a mobile phone in Botswana. The authors concluded

that digital photographs of chest X-rays obtained via a mobile phone equipped with

a digital camera are comparable to plain film chest X-rays.

3) The need of a timely tuberculosis diagnosis in Perú. In Perú, tu-

berculosis remains as a serious public health problem. A successful treatment plan

requires a proper diagnosis, in addition to good knowledge about drug susceptibility.

Reducing the tuberculosis diagnosis delay is critical in mitigating disease transmission

and minimizing the reproductive rate of the tuberculosis epidemic. Different factors

impact delays in tuberculosis diagnosis, such as: patient health seeking behavior,

healthcare centers with poor infrastructure and equipment, inadequate resources and

information systems (mostly paper-based), lack of (or in-existent) documented pro-

cesses, and lack of human resources as part of a multidisciplinary tuberculosis team.

5.2.2 Developing Chest X-ray Image Database

While there are some evaluation efforts in TB screening tests on developing

countries [86, 87], to the best of our knowledge, there is no large-scale, real-world,

well-annotated, and public available X-ray image database dedicated for TB screening

diagnosis. Most of the existing research [78, 88] in the area of computer-aided TB

screening employed small data sets for evaluation and validation. Most of the datasets

have less than 200 images. There are a few large data sets, such as ImageCLEF [76],

JSRT Digital Image Database [77], and ANODE Grand Challenge Database, have

over tens of thousands images. However, they only include one or two aspects of TB

manifestations (e.g., pulmonary nodule). Without a large scale data sets with high
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qualify annotation, it will be very difficult to determine the efficacy of existing and

proposed approach when applied to real-world clinic data. Furthermore, dedicated

image annotation software tools and database storage software that can support the

manipulations of the X-ray images are needed to facilitate the image annotation and

image management.

5.2.3 Computer-aided System for TB Diagnosis

The research activities in the area of computer-aided image analysis for tuber-

culosis (TB) screening from X-ray image can be broadly divided into two categories:

(1) the first category is the computer-aided screening and scoring algorithms using

chest radio-graphic features for the TB diagnosis [78, 88]. Research activities in

this category focus on developing different types of visual features and classification

algorithms to score and screen different types of TB manifestations. Most of the pa-

pers employ texture features (e.g., Local binary patterns (LBP) [13, 14], Daubechies

wavelets [15]) or geometry features (e.g., circularity, Hessian shape features). The

classification algorithms employed in these papers range from simple threshold-based

approach or k-nearest neighbors (K-NN) algorithm to more complicated methods,

such as Decision tree and Support Vector Machine (SVM); (2) the second category of

related work is focusing on X-ray image categorization on the organ and pathology

level [17]. The main stream methodology in this area is based on local patch repre-

sentation of the image content (e.g., visual bag of words (BoW) approach). This type

of dense sampling of simple features are then feed to non-linear kernel-based classi-

fier, such as SVM classifier. The ultimate goal is to discriminate between healthy

and pathological cases. It is also shown that this type of methods can successfully

identify specific pathology in a set of chest radiographs.
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5.3 Proposed Approach

The ultimate goal of our research is to design and deploy a reliable, safe and

secure, simple to use and power efficient mobile based cloud computing system to

screen the chest radiography image with improved accuracy and reader consistency.

As shown in Figure 5.1, our proposed system utilizes traditional client-server (C/S)

architecture, which includes a client using mobile devices (e.g., smartphone, as shown

in the left rectangle in Figure 5.1) and a remote server (e.g., server at Amazon AWS

cloud computing services as shown in the right rectangle in Figure 5.1). The client

and server are communicated via Wi-Fi and/or cellular network with data encrypted

using Secure Shell (SSH) to ensure the security and privacy.

In this section, we will focus on the introduction of the two major progress we

have made recently. As shown in the right side of Figure 5.1, the first activity is to

develop a large-scale, real-world and well-annotated X-ray image database dedicated

for automated TB screening. The second research activity focus on developing effec-

tive and efficient computational models to classify the image into different categories

of TB manifestations. We will introduce this two progresses in the following two

sub-sections.

Figure 5.1: Overview of proposed mobile based system for improving TB diagnosis.
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5.3.1 Developing Chest X-ray Image Dataset

To first build deep learning model, we have to build a large-scale, well-annotated

chest X-ray image dataset, as there is no such big dataset available. The main chal-

lenge in this component includes: (1) where and how to gain access to the real-world,

large-scale TB screening images with detailed diagnostic descriptions; (2) to deter-

mine the types of TB manifestations we should target and how we can use these

manifestations to annotate each X-ray images; and (3) to develop dedicated anno-

tation software and database management software package for reviewing the chest

radiography, locating important contents, annotate them, and extract the annotated

contents for research, teaching, and training purposes.

Here we propose several approaches to solve the above issues. To address the

first challenge, we established an international research team which include scientists

from both U.S. and Perú. One of the core team members is Dr. Jesus Peinado, header

of Informatics at Partners In Health at Perú. In the past three years, his team in Perú

has collected around 5,000 chest X-ray radiography images captured from real-world

TB patients with detailed TB screening descriptions. In addition to that, we also

explored the second source of image is the X-ray images from the 2004 - 2013 Image-

CLEF collection, which include over 400,000 medical images, diagnostic annotations,

search topics and relevance judgments. The 2004 - 2007 collection [89, 90, 91] contains

over 66,000 images from a variety of teaching files annotated in English, French or

German. The 2008 - 2010 collection [92, 93] contains over 77,000 images and captions

from the medical literature. These images were published in Radiology and Radio-

graphics, two of the journals published by the Radiological Society of North America.

The 2011 - 2013 collection [94] includes more than 300,000 image and related text

annotation from the biomedical literature (e.g., PubMed). To address the TB mani-

festation issue, we worked very closely with our clinical and research collaborators, Dr.

Jesus Peinado from Peru and Dr. John Bernardo at Boston Medical Center(BMC)
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and Boston University School of Medicine (BUSM), to generate a scientific catego-

rization of TB manifestations. As shown in Figure 5.2 we have identified five TB

manifestations. There are some important discoveries (which will serve as important

motivations and rational for the proposed approach for image analysis and machine

learning techniques) from these images. First, the variety of the TB manifestations

is large. Second, each category of TB manifestation actually indicates the severity

of the TB disease. Therefore, algorithms that can recognize and classify the X-ray

image into different type of TB manifestation can serve the purpose of screen the

X-ray image to understanding the severity of the TB disease.

Figure 5.2: (a) Air space consolidation which showing glass opacity with consolidation
in the right middle lobe; (b) Miliary pattern with seed-like appearance; (c) Cavity
located at the lower lobe (annotated by arrows); (d) Pleural effusion, which is excess
fluid that accumulates in the pleural cavity; (e) Calcified granulomata: The red
arrow indicates a large 5 cm diameter squamous cell carcinoma of the right lower
lobe and there is 1.5 cm bright opacity in the middle of the mass (which is a calcified
granuloma). Additional calcified granulomatous areas are medial to the mass, as
indicated by blue arrow.

5.3.2 Collecting Chest X-ray Image Annotation

In addition to developing the real-world database, we also developed annota-

tion software for reviewing the chest radiography, locating important contents, anno-

tate them, and extract the annotated contents for research, teaching, and training pur-

poses. While there are many existing efforts in medical image annotations [95, 96, 97],

there is few open source annotation software dedicated to annotating X-ray image to

support automatic screening. Based several existing open source annotation software
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projects [98], we developed a web-based annotation software.

In general lines, the annotation software is a tool in which someone capable

can highlight the location at the image in which some TB manifestations is occurring.

However, this task is not possible without the guidance of a specialist. We trained a

team with around 10 members who were trained directly by the Pulmonologist Dr.

John J. Bernardo. The train were provided for each TB manifestation isolated, and

some extra training to verify complex cases. The annotation is performed using our

own software developed exclusively for this purpose. The common interface of the

annotation software can be seen on Figure 5.3. In the left panel are all the images in

which the annotator is working on.

Figure 5.3: Annotation software interface.

The images have a color to identify the current annotation status: blue for the

image shown in the central panel, green for the images already annotated and red for

images with no annotation. On the middle, we have the main panel which contains

the current image with every annotation on it, the system pick one specific color for

each different manifestation, on the right side of the annotation panel the annotator

can see all the annotated polygons listed, also, the annotator can hide the polygons
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to see a clean image and can highlight individually each polygon as well. When the

annotator starts an annotation, he/she clicks in a point to be the initial vertex of a

polygon, after, he/she keeps indicating each subsequent vertex of the polygon, and

finally close the polygon with a click in the initial vertex, in the moment in that the

polygon is finished, a popup window shows up asking the details about the regions

highlighted, it includes the TB manifestation, the confidence level, and possibly some

notes (Figure 5.4 - left). The manifestation may be informed using some default

options in a select box (Figure 5.4 - right), or the annotators may choose to pick the

option other and write the manifestation themselves.

Figure 5.4: Pop up to inform the manifestation and details.

The right panel (Figure 5.5) shows important information provided by the

team in Perú coordinated by Dr. Peinado that helps the annotator to provide the

correct manifestation, the items cover the main TB manifestations possible to be

found in x-ray images (seen in Figure 5.5) may be verified with some details in this

panel, including sometimes the side (right, left or bilateral) in which a specific man-

ifestation is. Also, the right panel provide two buttons, the first one is a “Get New

Image” that adds to the annotator’s personal collaboration one more image to be

annotated. This button, randomly select an image lacking annotation and gives it to
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the annotator, so, there is no pre-selected image to a specific annotator. The anno-

tator also may skip the image using the button “Skip Image”, it makes the current

image returns to the set of non-annotated images, any annotation made is discarded

and the image are available to any annotator again.

Figure 5.5: Right Panel, buttons and golden information.

The information shown in this panel is not the only support the annotators

have, on the bottom there are some images annotated by a pulmonologist using the

same software to work as a sample to the annotators, when any image is clicked, a

new window opensshowing the sample as in Figure 5.6.

As mentioned, the annotation software is designed for capable annotators, in

our context, capable annotators are people who received a training to identify and

localize TB manifestations. To make annotations in an x-ray is a tough task even

to experienced pulmonologists. Because of this, the annotators received one training
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for each TB manifestation, during the training also is collected some images to be

used as a sample as shown in Figure 5.6, after the training all the annotators work in

the same manifestation until all images from that specific manifestation is covered.

However, images may contain more than one manifestation at the same time, in these

cases, only the current manifestation is being annotated, and the remaining wait for

the next training.

Figure 5.6: Images annotated by a pulmonologist (top) to be choose, one specific
image open as a sample (bottom).

We call the training and the following annotation as cycle as we can see in

Figure 5.7, the cycle repeats for each new manifestation. In each cycle the annotation

software also provides a feedback to the annotator about your current collaboration,

including how many images left in your work or in the entire cycle. The cycles

starts with the training following to the annotation and, after finished the annotation

for each collaborator, a new meeting with the pulmonologist is made to work on

cases annotated with low confidence, for this review the pulmonologist has a special

page that loads only the images with low confidence and without any button, the

pulmonologist can edit the annotation or just change the confidence level if it is well



www.manaraa.com

62

annotated, the pulmonologist has access to the collaborator responsible by that one

to further clarification.

Figure 5.7: Cycle for annotation process that repeats for each TB manifestation.

After this closing meeting, all the annotatios are stored and no more are going

to appear to annotators. From the second cycleonwards, the same images may appear

again asking for the annotation of different manifestations, in these cases, all the

previous annotations are shown to help the annotator to differentiate the current

manifestation from the previous ones, the annotator also can correct the previous

annotation for a more accurate one.

After all the cycles, except by the images containing health lungs, all the other

images contain the annotations for each manifestation so the images are ready for be

used in a region based classifier.

5.3.3 Convolutional Neural Network

After collecting the large-scale, well-annotated chest x-ray image dataset, the

next step is to research and develop effective and efficient computational model for TB

manifestation analysis. There are several major challenges for solving this problem.

The main challenges of automatic TB screening come from the extremely complexity

and large variety of the TB manifestations. This is true in clinic practice. As we
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have shown in Figure 5.2, the variations of TB manifestations can range from sub-

tle military patters to apparent effusions. Via close collaborations and discussions

with domain experts, we have discovered that unusual or abnormal TB manifesta-

tions affect the texture and geometry of the anatomy. Therefore, most of the existing

techniques employ texture and/or geometry features. Usually, different features are

useful for different manifestation. For example, texture features, such as Mean, Vari-

ance, Entropy, and Third moment, can be employed for detecting infiltration and

dense. Local binary patterns (LBP), another type of texture spectrum feature, can

be used for cavity detection. Template matching on Fourier domain, a method for

geometry feature extraction, maybe useful for detecting the miliary pattern. Hessian

shape features, another type of geometry features, could help to detect the nodules.

Recently, researchers [78, 79] have shown that combine multiple features can improve

the performance of abnormal TB image detection. For example, in paper [79], LBP

and histogram of oriented gradients (HOG) are combined for cavity detection. In

paper [78], a mixture of Intensity, LBP, and Hessian shape features are employed

to measure normal and abnormal patterns in the X-ray image. The literatures have

shown that the choice of features play the key role for system performance. Hence, the

key issue is how to improve these hand-tuned features. To address these challenges, we

plan to explore new solutions based on recent advances in deep learning [99, 100, 97].

Deep learning, aims to learn multiple levels of representation and abstraction

that help infer knowledge from data such as images, videos, audio, and text, is mak-

ing astonishing gains in computer vision, speech recognition, multimedia analysis,

and drug designing [18]. Briefly speaking, there are two main classes of deep learn-

ing techniques: purely supervised learning algorithms (e.g., Deep Convolutional Net-

work), unsupervised and semi-supervised learning algorithms (e.g., Denoising Autoen-

coders [19], Restricted Boltzmann Machines, and Deep Boltzmann Machines [20]).

With the help of large-scale and well-annotated dataset like ImageNet, its now feasible
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to perform large scale supervised learning using Convolutional Neural Network(CNN).

The issue of convergence has been addressed by Hintons work in 2006. Subsequent

theoretical proof and experimental results both shows that large scale pre-trained

models in large domain, with specific small scale unlabeled data in another domain,

will give excellent result in image recognition and object detection. To address the

issue of limited abilities of feature representation, many researchers have proposed

more complex CNN network structure, like VGG [21], ZFNet [22], GoogLeNet [12]

and so on. On the other hand, ReLU [23] is also proposed to make it converge faster

and also gains a better accuracy. Most of current researchers have put efforts in

making the network deeper and avoid saturation problem.

Convolutional Neural Network(CNN), on the other hand, is widely used in

multiple computer vision tasks, such as image classification, object detection and

visual question answering. While many efforts have been given to general tasks, few

of them focus on medical images. Here we study two convolutional neural network

architectures(AlexNet [10] and GoogLeNet [12]) with different model parameters.

Comparing with general image applications [10, 12], deep learning models for medical

images tend to be smaller [101], as the region-of-interest(ROI) are usually small. We

adopt this schema and use various CNN models and smaller size of kernels to find

the best fit for the TB chest X-ray images.

Figure 5.8 shows a basic structure for TB classification using LeNet [1]. A CNN

model is usually consist of convolutional layers, pooling layers, and fully-connected

layers. Each layer is connected to the previous layer via kernels that have predefined,

fixed-size receptive field. The weights within each layer are shared to reduce complex-

ity and computation. CNN model learns the parameters from a large-scale dataset

to represent the global and local features in the image. Every model architecture has

various types of layers and activation functions to exhibit strong feature representa-

tion ability than human-engineered features. More details of the network structure
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are discussed in [10, 12, 57, 97].

Figure 5.8: CNN architecture(LeNet[1]) for TB classification.

5.3.4 Transfer Learning

Transfer learning aims to store the learned knowledge from one domain and

apply it to another different but related domain. When training from scratch, it

usually takes a lot of time because model parameters are all initialized with random

Gaussian distribution and convergence are achieved after at least 30 epochs with a

batch size of 50 images. Another challenge is that in the medical domain it’s usually

very hard to obtain large-scale, well-annotated images. Lacking of medical data

usually makes it very hard to learn precise models for accurate predictions.

Recent studies[45, 102, 42, 103, 97] show that using a pretrained model from

ImageNet dataset, then finetune with a more specific dataset yield outstanding clas-

sification and detection results. The reason behind this training protocol is that CNN

gains general representation capability from pretraining in natural images. After fine-

tuning, the model adjusts the parameter for representing the unique features in the

specific images, while retaining the abilities to represent general image. We inherently

adopt this training strategy, combine with shuffle sampling and cross-validation, and

creatively apply it to the chest X-ray images for classifying TB manifestations. Our

experiment shows the outstanding performance for TB diagnosis.
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5.3.5 Detecting TB manifestation

Our main objective is to analyse the X-ray images and to screen the chest

radiography image with improved accuracy and reader consistency. We convert the

screening problem into a classification problem. More specifically, we will investigate

effective and efficient computational models to segment the image into smaller region

and classify the image region into different category of TB manifestations (e.g., Air

space consolidation, Miliary pattern, Cavity, Bronchiectasis, Opaque, etc.). As shown

in Figure 5.9, our proposed approach includes the following three steps.

Figure 5.9: Proposed approach for X-ray image analytics.

1. Extraction of region proposals : In this step, we will extract regions from the

image using different methods like selective search [104]. For each region, train

a CNNmodel to calculate the new features for further classification. Please note,

before we perform the feature extraction process, the region should be scaled

to a fixed size 227x227 (in order to the same vector dimension in our further

handling). After the above handling, we should generate a 4096-dimensional

feature vector. The features from CNN will be combined with features originally

transmitted from mobile phone. We will apply the linear classifier like Support

Vector Machine (SVM) [105], the combined features for final region classification

and TB manifestations recognition. For the implementation purpose, we use the

open source Caffe [67] for training. The training of the proposed CNN approach

could include two steps: (a) supervised training on a large dataset using CNN;
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(b) fine-tuning the CNN feature for detection using a smaller dataset. Our

preliminary study has shown the feasibility of the proposed approach for a small

group of images. In this study, we plan to extend and refine our preliminary

results to large scale, real-word X-ray image datasets.

2. Initial Image feature extraction: In this step, we will extract both global and

local features from the X-ray images captured by the mobile device. While

there exists a large number of global features ranging from color, texture, to

edge features, we mainly choose texture and shape features because the cutting-

edge research in computer-aided TB screening using X-ray imaging have shown

that texture and shape features are most effective. Some sample global features

we used include: Gabor features and Local Binary Patterns (LBP) features.

Some sample local features include SIFT features [4] and PHOG [106].

3. Deep Convolutional Neural Network (CNN)-based X-ray Image Analysis : Recall

in our first step, we have extracted some features from the original image. Hence,

we do not need to transmit the entire image. Instead, we resize the image at

mobile phone and only transmit the image with much smaller size. In our

preliminary test, we reduce the size by half and the results are still acceptable.

By doing so, our system will consume substantially less power, compared with

transmitting the original image. Another contribution in this component is

that we plan to employ the deep convolutional neural networks (CNN) for region

classification. Our proposed techniques are rooted from recent advances on deep

learning, such as region deep convolutional neural networks [11, 107], which take

full use of region features.
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5.4 Experiments

We conducted several experiments on a private TB X-ray image dataset from

Perú and followed the standard evaluation protocol, used multiple training models

and got the average as the final accuracy.

5.4.1 Dataset Details

Category (Name of TB Manifestation) Total Image
Miliary Disease (MI) 25
Cavitation (CA) 1182

Lympahadenopathy (LI) 202
Ghon Focus (GH) 27

Alveolar Infiltrates (AI) 2252
Other (OT) 560

Table 5.1: Data distribution in TB dataset.

The dataset is from our Peruvian partners at “Socios en Salud”, Partners In

Health in Lima, Perú. This dataset contains 4701 images, 453 of them are labeled

as normal (which means the patients don’t have the TB) and 4248 are labeled as

abnormal that contain various TB manifestations. Among the abnormal TB images,

there are 6 categories, which indicate 6 different types of TB manifestations: miliary

pattern, cavitation, lymphadenopathy, ghon focus, alveolar infiltrates and others.

Table 5.1 illustrates the characteristics of the data. This less-category and imbalanced

distribution casts a unique technical problem for classifying the image. In the next

sections, we will show our architecture design and optimization that improves the

performance by a large margin.

5.4.2 Architecture Details

We revise the AlexNet and GoogLeNet architecture for image classification.

On the top of AlexNet/GoogLeNet, we place a softmax layer to get the score for
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each category. Each score ranges from 0 to 1 and represents the probability of clas-

sifying the manifestation correctly. When training AlexNet, we use the standard

7-layer network structure[10], which is consist of five convolutional layers and two

fully-connected layers. Dropout and ReLU are deployed to address overfitting and

convergence issue. For GoogLeNet, we use the 22-layer network structure[12] that

employ the Inception model with dropout and ReLU. We implement our architecture

using Caffe. Our model is trained using Stochastic Gradient Descent(SGD), with a

lot of combinations of different parameters. By experiment, we find that for AlexNet,

a base learning rate of 0.01, a momentum of 0.9 and weight decay of 0.0005, would

yield the best result within reasonable time. For GoogLeNet, we use a base learning

rate of 0.001, a momentum of 0.9 and weight decay of 0.0002. Note that learning

rate is not fixed and will decrease exponentially as iteration grows. Since the chest

X-ray images are still not abundant for training large complex model, we use the

pretrained model from ImageNet that are public available in Model Zoo among the

Caffe community and then finetune on our chest X-ray image database.

5.4.3 Shuffle Sampling

For very imbalanced dataset, it’s very hard to learn a general classifier for all

categories. How to augment data is crucial to learn an expressive classifier to classify

all TB manifestations. Inspired by the previous work from [108], we propose a shuffle

sampling technique to augment data. Our method is done before the training of

CNN models, so it doesn’t affect the training time substantially. According to our

experiments, the training time for using shuffle sampling increases about 2 hours for

our 5K images with AlexNet, while the accuracy boost from 53.02%[42] to 85.68%.

As Figure 5.10 shows, we first select the largest number of category as the

baseline number of instances, marked as N . Then for each category, we generate N

unique integers, each integer represents the index for one image. For each category,
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Figure 5.10: Shuffle sampling for imbalanced data.

we calculate the mod value Ii%Nc as the final index, Ii is the index from the unique

sequence of each category, Nci is the number of maximum images for each category.

Here N is 2252, and Ii is from the random array. After these shuffle samplings, we

expand our dataset into N ∗ c, where N is the maximum number of images for all the

categories, and c is the number of categories.

5.4.4 Results

We study several cases of classifying the manifestations and evaluate their

performance. For each model, we use non-shuffle and shuffle sampling settings for

four common manifestations, these manifestations have more training images than

others. We first pretrain on AlexNet using ImageNet dataset, then finetune using the

same network structure with chest X-ray images. Figure 5.11 shows that shuffle one

is more accurate than non-shuffle one in all iterations and remains stable in general

cases.

The final classification accuracy using AlexNet is about 85.68%, a significant

improvement from non-shuffle sampling’s 53.02% in[42]. Note that since this strategy

may generate repeated images for testing, influencing the final evaluation of accuracy,
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Figure 5.11: Non-shuffle vs. shuffle classification accuracy.

Figure 5.12: Classification accuracy with cross validation. Use AlexNet for binary
classification and GoogLeNet for full classification

we use the trained-well model to retest all the images in the training data with the

unique id to verify its correctness, we calculate the precision, recall, f1-score and miss

rate. Table 5.2 shows the stability of our method to classify the images on the original

training set.

We also conduct an experiment on abnormal detection using AlexNet, which is

to determine whether a chest X-ray image contains TB or not. This is a binary clas-

sification problem, we use cross-validation repeatedly. By dividing the whole dataset

into 5 equal folders, we used 4 folders as the training set and the remaining 1 folder as

the test set. We also explore the deployment of GoogLeNet for all six manifestations

with shuffle sampling and cross-validation to enhance the model prediction. Results

are shown in Figure 5.12 and Figure 5.13.
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stability and universality in various CNN architectures. The next step is to collaborate

with health science and engineering researchers to annotate the regions of the chest

images for more accurate classification and localization. We will use more region-

level information for preprocessing and study the algorithms to further improve the

accuracy. We will also deploy a user-centered, mobile device-based computing system

to expedite the TB diagnosis process and conduct the field-testing in TB clinics in a

high-burden TB area in Lima, the capital of Perú.
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Chapter 6

VEGETABLE IMAGE

RECOGNITION

In self-service supermarket and retail industry, efforts to reduce the wait time

for customers using automatic identification of grocery items are challenged by low

recognition accuracy, long response time and substantial requirement for equipment.

In this chapter, we propose a novel edge computing system named EdgeVegfru for

vegetable and fruit image classification. While existing work on Vegfru dataset shows

outstanding performance, few of them have been deployed in real-world applications.

We adopt an edge computing paradigm and implement the whole system on the An-

droid devices. The proposed deep learning model and quantization algorithm reduce

the model size and inference time significantly. Our system has shown outstanding ac-

curacy within limited time and computation capability, comparing with other machine

learning methods(Support Vector Machine(SVM), Gradient Boosted Tree(GBT) and

Random Forest(RF)), thus providing the potential path for automatic recognition

and pricing in self-service retail stores.
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6.1 Introduction

Self-service Technologies (SSTs) are those interfaces that allow customers to

experience service without directly dealing with the service employees [109]. Emerging

technologies in artificial intelligence and computer vision are adopted in self-service

facilities to save labor cost and improve the check-out efficiency. However, previous

advances in technology is still lagging behind under the strict accuracy and response

time constrains. In the retail industry, especially the grocery stores and food markets,

the need for high-accurate, low response-time intelligent system is becoming a critical

factor to improve customer satisfaction and store profits. In this chapter, we focus on

developing efficient and accurate algorithm and system for automatic recognition of

vegetables and fruits for grocery stores. Our motivation arises from the urgent need

of store owners. In real world scenarios, even though many grocery items have been

tagged with price, the semi-intervention of store employee is still essential, especially

for vegetables and fruits, due to their various packaging and pricing methods. Another

factor that delays the process is the strict requirement for grocery item label to align

with the electronic scanner during checking out. Most of the customers and newly-

hired service employees find it hard to align the price label with electronic scanner.

By using the automatic recognition of grocery items, most of the tagging and scanning

work can be saved, thus improving the overall efficiency of checking out and reduce

human labor cost.

According to the survey [110], the in-store technologies are changing over the

years, including evolving transformations, such as hand held scanners, the use of

smartphone, artificial intelligence and geofencing technology heralded by Amazon

Go [111]. In modern automated retail store like Amazon Go, customers are able to

purchase products without being checked out by a cashier or using a self-checkout

station [112]. The just-walk-out technology behind such facility involves computer

vision, deep learning algorithms and sensor fusion. Under such advanced technology,
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the system depends heavily on the deployment of multiple sensors, especially various

types of cameras. By using images and videos captured by the camera, the deep

learning algorithm can accurately predict the product types and quantities. Among all

such technologies, convolutional neural networks (CNN) have become the state-of-art

method in various computer vision tasks, especially in the field of image classification.

Various CNN architectures [10, 21, 12] have been proposed and shown outstanding

performance in public datasets, including ImageNet [65], Microsoft Coco [73] and

OpenImage [113]. The success of such CNN-based algorithm and applications relies

on the rapid advancement in computing hardware and well-annotated datasets.

Existing datasets mainly consist of general objects and few of them focus on

vegetables and fruits. As the urgent need for automatic classification of vegetable

and fruit in retail industry increases, researchers have made great efforts to build

large-scale, well-annotated fruit datasets. Vegfru [114] is one of the most recent

large-scale domain-specific datasets for fruits and vegetables. However, algorithm

design and application are still lagging behind the development of dataset. In this

chapter, we adopt the edge computing paradigm to realize fast and accurate on-

device image classification on mobile platforms. Our system is composed of two parts:

1) training deep learning models on the server using a compressed neural network;

2) developing and deploying an application running on mobile devices for fast and

accurate inference. We develop an Android app to demonstrate the on-device CNN-

based image classification on mobile devices, as depicted in Figure 6.1. To the best of

our knowledge, this is the first attempt to deploy a large-scale CNN network for fruit

and vegetable recognition on mobile devices. The main contributions of our research

include:

1. We study and evaluate different CNN architectures and training parameters to

get higher accuracy compared with other methods;

2. We use model compression and quantization to optimize the model for mobile
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and embedded devices;

3. We design and develop an Android app for model inference and image classifica-

tion, and evaluate the response time, memory consumption and CPU usage on

the device. Our extensive experiment results show that our system can achieve

excellent recognition accuracy with limited computation resources in a short

time frame. Our application has shown great potential in the retail industry

and supermarkets.

4. We conduct application study in real world scenarios in the grocery store and

supermarkets in China and USA by collecting the customized fruit and vegetable

image dataset in these areas separately and retrain our models using proposed

approach. Our new model shows outstanding result in these application and

provides potential to be deployed in real world retail stores and supermarkets.

Figure 6.1: System demo for classifying vegetable and fruit using mobile device.
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6.2 Background and Related work

There has been rising interest in using CNN-based model to improve the ac-

curacy and reduce the response time for mobile vision applications. Existing work

on mobile vision can be divided into three categories: model-based vision applica-

tion [115], device-based mobile system [29] and edge-based computing paradigms [116].

6.2.1 Model-based Application

Recent years have witnessed the explosive advances in deep learning models.

With the development of hardware, it’s now possible to run CNN models on the

mobile devices and lightweight embedded devices. The efforts in this field can be

divided into two categories. The first category is to devise novel network architecture

that exploit computation and memory efficient operation. Howard et al. [117, 115]

proposed MobileNet that utilize the depth-wise and point-wise convolution to build

lightweight CNNs and reduce inference time. ShuffleNet [118] used point-wise group

convolution and channel shuffle, to greatly reduce computation cost while maintain-

ing accuracy. DenseNet [119] proposed another structure that connects each layer

to every other layer in a feed-forward fashion which substantially reduce the number

of parameters with high accuracy. The second category is to use compression and

quantization techniques to compress CNN models to reduce its resource demands.

Jacob et al. [120] proposed a quantization scheme that allows inference to be carried

out using integer-only arithmetic, which can be implemented more efficiently than

floating point inference on integer-only hardware. Raghuraman et al. [121] presented

techniques of quantizing the convolutional neural networks for inference with integer

weights and activations. DeepCompression [122] also proposed a three stage process-

ing pipeline: pruning, trained quantization and Huffman coding to reduce the storage

and memory constrains.
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6.2.2 Device-based Mobile System

There has been a significant amount of research going on and plenty of them

focus on studying the system performance of deep learning system running on the

mobile devices. Previous work on system research focus on the overall evaluation

metrics when conducting the recognition tasks, which include accuracy, inference

time, response time and power consumption [24, 61]. The studied system can be

divided into two categories. The first category focus on studying the combination

of cloud-based server and mobile devices [25, 26]. Researchers developed the system

using mobile and cloud server together. Chen et al. [25] proposed to use mobile-edge

and cloud services for system integration and studied the influence of computation

offloading for multiple-users. Kang et al. [27] designed a lightweight scheduler to

automatically partition DNN computation between mobile devices and data centers

at the granularity of neural network layers to reduce latency and power consumption.

The second category focus on developing system without cloud intervention. Keiji and

Austin et al. developed a system [28, 29] for food recognition using CNN architecture

and running the inference on-device separately. Latifi et al. [30] designed a system

called CNNDroid for running CNN models on Android devices with GPU-accelerated

execution. The device-based mobile approaches studied the system performance in

real-world scenarios and provide complete evaluation and guideline for deployment.

6.2.3 Edge-based Computing Paradigms

Edge computing [31] usually refers to the enabling technology that allows

computation to be performed at the edge of the network. The “edge” devices can be

any computing and network resources along the path between data sources and cloud

data center. The data source can be any sensing devices like smartphone, smartwatch,

PDA and tablet that collect sensor data like image, audio and video. Cloud data

center is equipped with powerful servers that can perform complex computation and
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data processing. By utilizing the computation ability of edge devices, we can address

the critical issues of response time requirement, battery life constraint, bandwidth

cost saving, as well as data safety and privacy. The major challenge [26, 123] in

applying deep learning algorithms and building visual categorization system is to

devise a high-performance mechanism that utilizes the edge computing power for

accurate recognition within limited response time and computation resources.

Most of the current research for automatic categorization of vegetable and

fruit images are focused on two aspects. The first aspect is to build a large scale,

well-annotated high-quality dataset [124, 125, 126], providing the foundation for de-

signing well-structured deep learning models and neural networks. The second aspect

is to design a highly efficient algorithm that utilize the previous dataset and achieve

the state-of-art precision or speed. Recent years have witnessed an increase of avail-

able datasets. Hou et al. [114] have collected and annotated the largest fine-grained

vegetable and fruit dataset VegFru that contains 292 categories. Other efforts in devel-

oping such dataset include the Fruits-360 [127], DeepFruit [128], Food-101 [72], UEC-

256 [129], but they only contain a small number of categories and images. With the

development of well-annotated dataset, the next big challenge for developing accurate

algorithms for categorization is to address the inter-class and intra-class differences

within the dataset. Recent progress in convolutional neural network [10, 21, 12, 66]

has shown significantly better performance than hand-engineered features (shape,

color and texture) [124, 130].

In this chapter, we adopt the structure and computing paradigm of edge com-

puting and develop our edge-computing based system based on convolutional neural

network. Our efforts are divided into three parts. We first train our customized neu-

ral network based on MobileNet [117, 115] which could reduce the computation and

inference time. Then we compress and quantize the trained model using tensorflow

for mobile deployment. Furthermore, we implement the model inference and develop
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an Android application to classify the image and video in real time.

6.3 Proposed Approach

The ultimate goal of our research is to design and deploy a reliable and effi-

cient system to classify various vegetable and fruit images within limited time and

computation capability constraints. The main contributions of our research include:

1) We study and evaluate different CNN architectures and training parameters to get

higher accuracy compared with other methods; 2) We use model compression and

quantization to optimize the model for mobile and embedded devices; 3) We design

and develop an Android app for model inference and image classification, and evaluate

the response time, memory consumption and CPU usage on the device.

6.3.1 Convolutional Neural Network

Convolutional Neural Network is widely used in computer vision tasks, such as

image classification, object detection, and visual question answering. A convolutional

neural network is usually composed of convolutional layers, pooling layers, and fully-

connected layers. Each layer is connected to the previous layer by predefined, fix-

sized kernels. The weights or parameters within each layer are shared to reduce

computation complexity. By using carefully designed network architecture, the CNN

model learns the parameters from a large-scale dataset to represent the global and

local features in the images without using hand-crafted features. Every model has

various types of layers and activation function as well as different number of layers

and connections that can exhibit strong hidden feature representation ability than

human-engineered features. More details of the network structure can be found in

[10, 57, 1].

Most of previous CNN models are designed for desktop computer or servers
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with reasonable CPU, memory and GPU support. In this chapter, we explore var-

ious CNN models suitable for mobile devices. While general CNN models such as

AlexNet [10], GoogLeNet [12], ResNet [66] show good results for the large benchmark

dataset ImageNet, for domain-specific fine-grained dataset VegFru, due to the minor

difference between different classes, the models fail to achieve the best performance.

Another drawback of such general models is that they contain a large number of

parameters, making it unsuitable to be deployed directly on the mobile devices due

to the long inference time and large memory footprint. To tackle such problems, we

dive deep into the neural network structure and propose several training strategies to

achieve the best result with limited resources.

MobileNet. MobileNet is a light-weight convolutional neural network that

uses depth-wise separable convolutions to build network specifically for mobile and

embedded devices. Normally it contains 6 convolutional blocks conv1, conv2, ..., conv6,

as shown in Fig.6.2. Each block contains some 3x3 kernels with a stride size of 1 or

2. conv1 is a convolutional layer with 3x3 kernel and the stride size is 1. For conv2,

conv3, conv4 and conv6, they contain repeated units such as two depthwise (DW)

convolution layer with a 3x3 kernel and the stride size is 1 and 2 separately. conv5

contains 5 layers of depthwise convolution. The whole network is formed by appending

a fully-connected layer and softmax layer to the convolution structure, producing a

classification score for each pre-defined class in the dataset. The last softmax layer

has a fixed size that equals to the class number. Here we use 292 for the whole Vegfru

dataset. A depth-wise separable convolution is a form of factorized convolutions that

factorize a standard convolution into a depth-wise convolution and a 1x1 convolution.

As illustrated in Fig.6.2, each unit in the dotted rectangle has similar structure as the

right module, which contains a 3x3 depthwise convolution layer and 1x1 pointwise

convolutional layer, with one batch normalization (BN) layer and rectified linear

unit (ReLU) appended after each convolutional layer in thie module. By using this
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Figure 6.2: Proposed method using MobileNet.
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convolution to replace standard convolution, a new network structure is formed as

MobileNet.

6.3.2 Transfer Learning

Transfer learning [131, 102] is a popular method in computer vision that helps

to build accurate models in a time-saving way. As shown in Fig.6.3, transfer learn-

ing aims to apply the learned knowledge from one domain to another different but

related domain. Instead of starting the learning process from scratch, it starts the

learning process from previous pretrained model, which usually requires large number

of images to learn powerful features, thus reducing the learning time and requirement

for large-scale domain-specific dataset. A pretrained CNN model on ImageNet has

been widely used for transfer learning, either by using pretrained network as a fea-

ture extractor or using it to finetune the whole network. During finetuning, the

model can still learn powerful weights to represent image features without too much

training data. The reason behind such a training strategy is that the CNN model

gains general representation ability from pretrained model on natural images. After

finetuning, the model adjusts the parameters to represent the unique features in the

target dataset. Experimental results show that transfer learning is very effective on

major public datasets [132]. When finetuning a model, there are usually several kinds

of strategies to achieve the best result. The first strategy is to train the entire model

that updates all the parameters in every layer. This usually requires a large number

of training images. Another strategy is to train some layers and leave the others un-

changed, or freeze the whole convolutional base and only update the fully-connected

layers. This latter strategy is suitable for large dataset with small amount of model

parameters. In our experiment, we replace the last softmax classifier layer with our

predefined layer and then explore all possible strategies. Our model is pretrained

from ImageNet dataset and finetuned on our Vegfru dataset to get the best accuracy
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using those training strategies to achieve the best result.

Figure 6.3: Transfer learning - training on small domain-specific dataset from pre-
trained model.

6.3.3 Model Quantization

Mobile quantization [122, 121] refers to the technique that allows for the re-

duced precision representation of weights and activations for both storage and com-

putation. As a result of quantization, memory access for reading and storing inter-

mediate activations are largely reduced. As shown in Fig.6.4.

To provide practical support for general models, we use Tensorflow [133] to

implement our algorithm and neural network. Furthermore, we conduct post-training

quantization that quantizes that weights and activations. The post-training quanti-

zation quantizes weights to 8-bits of precision from floating point, thus reducing the

model size and providing up to 3x speed up with little degradation in model accu-

racy. As shown in Fig.6.4, the dotted rectangle depicts the added module for weights
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Figure 6.4: Model quantization.

and activation quantization. After the quantization, the computation and in-memory

storage are significantly reduced. Here we use Tensorflow-lite (TF-Lite) to conduct

such a conversion. More specifically, TF-Lite provides built-in models and quantiza-

tion tools called TOCO to convert trained tensorflow model to a compressed format

*.tflite. Such quantization and on-device inference will use the 8-bit instead of float-

ing point operation on the original model. Our experiment result shows that such a

conversion improves the speed significantly.

6.4 Experiments

We conduct extensive experiments on the public Vegfru image dataset and

follow the standard evaluation process. The model accuracy, memory consumption

and response time are compared for several different models.
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Figure 6.5: Fru92 dataset images.

Figure 6.6: Veg200 dataset images.

6.4.1 Dataset Details

Due to the limitation of publicly available vegetable and fruit datasets, we

only conduct our experiment on Vegfru [114] dataset, as it is the first large-scale,

well-annotated dataset. This dataset covers vegetables and fruits with 25 upper-level

categories and 292 sub-level categories, accounting for more than 160,000 images in

total. For vegetables, it has 15 sup-classes with 200 sub-classes and every category

has a maximum of 1,807 images and a minimum of 202 images. For fruits, it contains

10 sup-classes and 92 sub-classes and every category has a maximum of 1,615 images
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and a minimum of 202 images. There are 91,117 images for vegetables and 69,614

images for fruits in total. Fig. 6.5 and Fig. 6.6 show the thumbnails for images from

the fruit and vegetable category separately. Table 6.1 illustrates the characteristics of

the dataset, with the number of images for each sub-class varying from 200 to 2,000.

Here we also name the vegetables as Veg200 and Fru92 for the fruits. In the following

section, we will evaluate the accuracy of our model on these datasets separately.

#Sup #Sub #Min #Max
Vegetables 15 200 202 1807
Fruits 10 92 202 1615

Table 6.1: Data distribution in VegFru dataset.

6.4.2 Hyperparameter Tuning

We finetune our model based on the pretrained MobileNet model from Im-

ageNet. For the last layer of the MobileNet, we place a softmax layer to get the

confidence score for each category. Each score ranges from 0 to 1, representing the

probability of classifying each class correctly. When training our MobileNet model,

dropout and ReLU are used to address the overfitting and convergence issues. We use

Tensorflow and TF-Slim to implement our neural network architecture. The model

is trained using stochastic gradient descent (SGD) with different combinations of

parameters.

For MobileNet, we choose two hyper-parameters, width multiplier and resolu-

tion multiplier. Width multiplier α is defined to thin a network uniformly at each

layer. α ranges from 0 to 1 with a typical value of 0.25, 0.5, 0.75 and 1. α = 1 is

the baseline MobileNet model and smaller α defines thinner models. The resolution

multiplier ρ is used to reduce image size. In practice, we usually set the input size

implicitly to be 128, 160, 192, 224 for different ρ values. By experiments, we find

that using larger image resolution will contribute to the increase of accuracy without
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introducing too much latency. We use 224x224 as the input image size for training

the neural network.

6.4.3 Implementation

Our experiment contains two parts: the server side and client side. In the first

stage, we train our models in various settings with different parameters and choose

the best performer as the final selected model. We train all the models on multiple

NVIDIA Tesla K80 GPUs using Tensorflow. During training, the input image is

randomly cropped from the original image and resized to a fixed input size with

scale. We train all networks using the RMSProp optimizer with a momentum of 0.9,

and the batch size of 32. The initial learning rate is 0.045, with exponential decay

of 0.98 per epoch. We use batch normalization after every layer, and the standard

weight decay is set to be 0.00004.

In the second stage, we convert and quantize the trained-well tensorflow model

to TF-Lite format to reduce the model size and shorten inference time. Then we build

an Android application that follows the standard testing procedure. An image is first

preprocessed before being fed into the neural network. The original image is center

cropped and resized to the target input size 224x224. Then we remove the mean

value for each pixel afterward. The model inference is implemented in Java on the

Android devices using libtensorflow and other built-in Android libraries for image

preprocessing.

6.4.4 Model Evaluation

We classify all the classes for the whole datasets (VegFru, Veg200, Fru92). For

each dataset, we evaluate the performance on the super-classes and their sub-classes.

To make a fair comparison, we strictly follow the same data splits as in VegFru. For

each subclass, the first 100 images are selected as train set, the following 50 images
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as val set, and the rest as test set. As released in the original dataset, the image lists

are used to construct the tfrecords for training our models. All models are evaluated

with the test set. The results are shown in Table 6.2. Note that due to the missing

splits and image lists (Veg200’s super-class and Fru92’s super-class), the result on

such two sets is not available in our experiment.

Table 6.2 shows that our proposed MobileNet model can achieve the state-

of-art accuracy in all datasets. The classification accuracy on super-class is usually

better than on sub-class due to the more significant difference in super-class and the

minor intra-class difference in sub-class. This single model is trained in one-stage

without any model ensemble, which makes the inference faster and more suitable for

mobile devices.

Dataset Category CaffeNet VGGNet GoogLeNet MobileNet

Veg200
15 sup-classes 74.92% 83.81% 83.50% -
200 sub-classes 67.21% 78.5% 80.17% 82.26%

Fru92
10 sup-classes 79.86% 86.81% 87.54% -
92 sub-classes 71.60% 79.80% 81.79% 83.43%

VegFru292
25 sup-classes 72.87% 82.45% 82.52% 82.72%
292 sub-classes 66.40% 77.12% 79.22% 81.72%

Table 6.2: Baselines on VegFru for CNN models. The typical CaffeNet, VG-
GNet, GoogLeNet are chosen as baselines while MobileNet are compared with the
previous state-of-art results.

Table 6.3 shows that our proposed MobileNet model can achieve the state-

of-art accuracy in all datasets over other feature-based machine leanring methods.

Here we use PHOW features as our feature descriptors. As shown in [106], PHOW

features are a variant of dense SIFT descriptors extracted from multiple scales. Using

the same splits of training and testing dataset as for the CNN-based method, we

first build the feature vocabulary, then compute the spatial histograms and generate

the bins for feature encoding, and finally generate the feature maps. In the last

step, a SVM and random forest classifier are trained based on the feature maps. For
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SVM implementation, we use VLfeat’s MATLAB imeplementation1. SGD and SGCA

solver are chosen separately to get the best result. For random forest, we try different

configurations of parameters and find that a maxium number of 100 tress and a max

depth of 9 generate the best result. Experimental results show that our proposed

CNN model achieves best classification accuracy and outperforms these traditional

feature based classifiers by a large margin.

Veg200 Fru92 Vegfru292
PHOW+SVM (sgd, [106]) 24.54% 26.41% 18.45%
PHOW+SVM (sgca, [106]) 28.81% 30.33% 26.06%

PHOW+RF 40.73% 43.21% 38.01%
MobileNet(proposed) 82.26% 83.43% 81.72%

Table 6.3: Baseline on Vegfru for other classifiers. The typical SVM, Random
Forest (RF) are chosen as baselines while MobileNet are compared with the previous
state-of-art results.

6.4.5 System Evaluation

In the second stage, we evaluate our system on mobile devices. As shown

in Table 6.4, our model is first converted to a frozen graph file to store the graph

definition of the neural network structure. We remove the nodes that are not called

during inference, shrink expressions that are constant into single nodes and optimize

away some multiplication operations during batch normalization by pre-multiplying

the weights for convolutions. Then we use TF-Converter to convert the frozen graph

to TF-Lite format for reducing storage and inference. The result shows that the

model size decreases by more than 60% from the original tensorflow model. We also

evaluate our MobileNet and Inception-v3 model derived from the GoogLeNet on a

UnisCom MZ96-Plus tablet equipped with Intel Z23735F Quadro cores. As shown

in Table 6.5, the inference time, storage and memory consumption are significantly

reduced compared with other baseline models without sacrificing the classification

1http://www.vlfeat.org/overview/svm.html#tut.svm
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accuracy. For simple baseline models like AlexNet and VGGNet, our model can even

outperform them with much less computation resources.

Checkpoint Frozen graph TF lite
Veg200 29MB 9.8MB 9.5MB
Fru92 27MB 9.2MB 8.9MB

Vegfru292 31MB 11MB 9.9MB

Table 6.4: Model size on Vegfru. The trained model is converted to frozen graph
and quantized to TF-Lite format.

Model Time Storage Memory CPU
Inception-v3(lit) 3291ms 84MB 129MB 41%

Inception-v3(lit-quant) 2890ms 22MB 109MB 33%
MobileNet(lit) 573ms 11MB 74MB 31%

MobileNet(lit-quant) 462ms 9.9MB 67MB 27%

Table 6.5: System evaluation on MobileNet and baseline model for time, storage,
memory consumption and CPU utilization on mobile devices.

The proposed approach and system has three characteristics: First, the system

can provide potential deployment solution for building automatic vegetable and fruit

recognition solution in retail store. Second, the algorithm and method presented here

utilize memory and computation efficient CNN models for mobile devices that can

be applicable to other embedded devices and intelligent systems. Third, the system

provides stable service, fast response and high accuracy.

6.4.6 Application Study

To verify the effectiveness of our proposed system, we collaborate with su-

permarkets for deployment in real application scenarios. Even though our model

improves the accuracy significantly, there is some gap between machine-based vision

recognition and human recognition. To overcome such gap, we dive deep into the

specific problem and dataset. There are several factors that causes the deterioration

of accuracy: 1) the minor difference within the same super class. For example, in
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the original VegFru292 dataset, there are multiple kinds of mushrooms that belong to

different categories. However, in real world scenarios, there are only limited kinds of

mushrooms available in specific area and supermarkets; 2) the random noises in the

image dataset, especially for the misclassified label, text occlusion and other objects

in the foreground and background; 3) the various angle, environment and exposure

in the images crawled from the internet.

To address the aforementioned issues, we explore two kinds of efforts. Firstly,

we ask our collaborator in China to collect a new dataset with their smartphone and

tablet. Such images are taken in real grocery stores and only contain limited kinds

of categories. We use such dataset to train and evaluate our model’s accuracy. Such

efforts will help to reduce noise and reduce the number of categories, thus improving

the overall accuracy, as shown in Table 6.6. Our dataset is named GroCN20 which

contains 20 categories of very common vegetables in grocery stores in China. There

are 13,192 images in total, with 80% of them used for training and the rest used as

the test set. Our experiment result shows that our model can achieve a very high

accuracy with nearly no false classification. Such model and dataset development

will help to boost the training accuracy and speed up the deployment in real world

application settings.

Second, to study the feasibility in the United States, we visit various grocery

stores in the US and choose the corresponding vegetable and fruit categories. Since

VegFru292 contains many categories that only appear in specific countries and areas,

we manually choose 26 categories of fruits and 46 categories of vegetables that appear

in the supermarket Market Basket 2 from the original VegFru dataset. Most of the

fruits and vegetables in Market Basket are covered in our new dataset. We name

these two datasets as FruMB26 and VegMB46 separately and combine them as Veg-

FruMB72. We use the same approach and strategy to train and evaluate our model.

2http://www.mygrocerychecklist.com
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The new dataset still use the 80/20 splits as the training and testing set. As shown in

Table 6.6, our model shows excellent accuracy boost on this new dataset and provides

promising path for future deployment in real grocery store and supermarkets.

# TrainSet # TestSet # Total Accuracy
GroCN20 10,554 2,638 13,192 99.30%
FruMB26 16,424 4,106 20,530 97.05%
VegMB46 24,586 6,146 30,732 96.30%

VegFruMB72 41,010 10,252 51,262 96.52%

Table 6.6: Evaluation on customized grocery dataset using proposed approach.

6.5 Conclusion

We designed and implemented an edge computing visual system to classify

vegetables and fruits on the domain-specific VegFru dataset. Our work is the first

research attempt using CNN in mobile devices for a large vegetable dataset. Based

on the experiment result, our system has shown outstanding performance in image

categorization with limited memory consumption in a short time frame. The next step

is to collaborate with engineering researchers to deploy such a system in retail stores

and measure its performance in realistic scenarios. We will also use more labeled

region-based information for accurate localization to further improve accuracy and

handle extreme cases in real-world settings. Our system has provided a promising

path for automatic item categorization in self-service supermarkets.
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Chapter 7

CONCLUSION

In this thesis, we present the deep-learning based image recognition system on

an edge computing service infrastructure. We study how to combine deep learning

algorithm and edge computing devices for accurate image recognition under the strict

constraint of latency, accuracy and battery consumption. Our proposed approach and

system show outstanding performance in various system metrics in different applica-

tion scenarios, especially in the healthcare domain for dietary assessment, medical

image analysis and tuberculosis diagnosis. We propose different deployment schemes

for these applications.

We first research on how to conduct dietary assessment on edge devices, where

the deep learning model and image analysis algorithms are deployed on a cloud server

and mobile devices separately. To do this, we first investigate on the blurry detection

and image segmentation using traditional feature based algorithms. After filtering the

blurry image and get the segmented patches from original clear image, we send them

into the cloud server. These pipelines are implemented on Android using Java and

OpenCV. In the cloud server, we train our image classification model and fine-tune

it from pretrained model on ImageNet dataset. We design our convolutional neural

network and implement the AlexNet and GoogLeNet model using Caffe. Our model
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is deployed on the server with a web server implemented by Django and Python,

thus listening to a HTTP port for receiving the image classification request. After

receiving the image, we run the model inference and predict the label for the input

image. The final result is sent back to the edge device and displayed on the screen.

The system’s response time, power consumption and system accuracy are evaluated

during this whole process.

Next, we explore how deep learning and mobile techniques can be leveraged

to improve the tuberculosis diagnosis in resource poor and marginalized area. We

propose to use deep learning algorithms to improve the diagnosis accuracy and deploy

the system on mobile devices to speed up the diagnosis and reduce the patients’ wait

time. To implement such ideas, we develop a set of algorithms and system to assist

data collection and model training. First, we collaborate with a team formed by

computer scientist, physicians and doctors to collect chest X-ray images from the

hospital. Then we build an annotation software that can help us collect the label and

bounding box information to further facilitate the training of various deep learning

models. At last, we preprocess all the chest X-ray image from the dataset and train

several deep learning based models. Such models are deployed on the mobile devices

and cloud server to help field study in Perú. Our evaluation and discussion with the

clinical experts have show that the proposed method using deep learning and mobile

techniques could help the tuberculosis diagnosis and speed up the whole process.

We also investigate how the combination of deep learning and edge comput-

ing could leverage the automatic checkout process in retail industry, especially in the

supermarkets and grocery stores. Specifically, we research how to deploy an edge com-

puting system in grocery store to eliminate the wait time and facilitate the checkout

process. First, we collect vegetable and fruit images from online dataset and actual

grocery environment in the US and China. Then, we design and build convolutional

neural network, specifically for mobile and embedded devices. Our CNN model adopts
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the architecture of MobileNet and shows outstanding performance in CPU, memory

and storage utilization without sacrificing too much accuracy and processing time.

We train our deep learning model and quantize the model for mobile devices run-

ning on Android system. The system performance are evaluated in various metrics

to study the application potential in different environmental settings. Additionally,

we collaborate with Chinese supermarkets and collect another dataset for most com-

monly vegetable and fruits there. We also visit many US supermarkets and collect

their vegetable and fruit categories to select enough image data from a commonly used

large-scale dataset named VegFru. Our system and model show significant improve-

ment over other hand-engineered feature based machine learning classifiers and CNN

models on these datasets within limited computation and computational resources.



www.manaraa.com

98

References

[1] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning
applied to document recognition,” IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.

[2] A. Khotanzad and Y. H. Hong, “Invariant image recognition by zernike mo-
ments,” IEEE Transactions on pattern analysis and machine intelligence,
vol. 12, no. 5, pp. 489–497, 1990.

[3] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detec-
tion,” in international Conference on computer vision & Pattern Recognition
(CVPR’05), vol. 1. IEEE Computer Society, 2005, pp. 886–893.

[4] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” Inter-
national journal of computer vision, vol. 60, no. 2, pp. 91–110, 2004.

[5] H. Bay, T. Tuytelaars, and L. Van Gool, “Surf: Speeded up robust features,”
in European conference on computer vision. Springer, 2006, pp. 404–417.
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